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Overview	
  

	
  

•  A	
  crash	
  course	
  in	
  IMF	
  models	
  

– The	
  isothermal	
  conundrum	
  and	
  two	
  solutions	
  

•  The	
  IMF	
  from	
  Non-­‐Isothermal	
  Fragmentation	
  

•  Implications	
  



Isothermal	
  Fragmentation	
  

•  Gas	
  clouds	
  fragment	
  due	
  to	
  Jeans	
  instability	
  

•  Problem:	
  GMCs	
  have	
  T	
  ~	
  constant,	
  but	
  n	
  

varies	
  a	
  lot	
  

MJ ≈

�
c3s
G3ρ

≈ 0.4M⊙

�
T

10K

�3/2 � n

105 cm−3

�−1/2

MJ ≈

�
c3s
G3ρ

≈ 13M⊙

�
T

10K

�3/2 � n

102 cm−3

�−1/2



Isothermal	
  Gas	
  is	
  Scale	
  Free	
  

All	
  dimensionless	
  numbers	
  invariant	
  under	
  ρ→xρ,	
  	
  
L→x–1/2L,	
  B→x1/2B,	
  but	
  M→x–1/2M	
  

	
   	
  	
  	
  	
  Non-­‐isothermality	
  required	
  to	
  explain	
  IMF	
  peak!	
  



Option	
  1:	
  Galactic	
  Properties	
  

•  GMCs	
  embedded	
  in	
  a	
  galaxy-­‐scale	
  non-­‐
isothermal	
  medium	
  

•  Set	
  IMF	
  peak	
  from	
  Jeans	
  mass	
  at	
  mean	
  
density	
  (e.g.	
  Padoan	
  &	
  Nordlund	
  2002,	
  Hopkins	
  2012,	
  Narayanan	
  &	
  Dave	
  

2012)	
  	
  

•  …	
  or	
  from	
  linewidth-­‐size	
  relation	
  (e.g.	
  Hennebelle	
  
&	
  Chabrier	
  2008,	
  2009;	
  Hopkins	
  2012)	
  



Problem	
  1:	
  MW	
  Cluster	
  IMFs	
  
AA48CH10-Meyer ARI 23 July 2010 15:48
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Figure 3
The derived present-day mass function of a sample of young star-forming regions (Section 2.3), open clusters spanning a large age
range (Section 2.2), and old globular clusters (Section 4.2.1) from the compilation of G. de Marchi, F. Parsesce, and S. Portegies Zwart
(submitted). Additionally, we show the inferred field star initial mass function (IMF) (Section 2.1). The gray dashed lines represent
“tapered power-law” fits to the data (Equation 6). The black arrows show the characteristic mass of each fit (mp), the dotted line indicates
the mean characteristic mass of the clusters in each panel, and the shaded region shows the standard deviation of the characteristic
masses in that panel (the field star IMF is not included in the calculation of the mean/standard deviation). The observations are
consistent with a single underlying IMF, although the scatter at and below the stellar/substellar boundary clearly calls for further study.
The shift of the globular clusters characteristic mass to higher masses is expected from considerations of dynamical evolution.

2008; Kruijssen 2009). Hence, there is an expected, and observed, correlation of mp with the cluster
relaxation time (G. de Marchi, F. Paresce, and S. Portegies Zwart, submitted).

2.3. Young Clusters and Associations
2.3.1. Primordial and dynamical mass segregation. An additional complication in IMF studies
comes from the spatial distribution of stars within a cluster or association. The most massive stars
in large, young clusters are often located in a cluster’s innermost regions. This phenomenon is
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Problem	
  2:	
  Choice	
  of	
  Scale	
  

(Salpeter 1955). Massey et al. (1995) find ! ¼ "1:1#
0:1(standard deviation of the mean) for 13 OB associations.
In contrast to these slopes, molecular clouds as a whole have
a flatter distribution. Mass spectra with C of "0.6 to "0.7
have been observed for molecular clouds (see Scoville &
Sanders 1987), as well as the large clumps within clouds
(Blitz 1993; Williams, Blitz, & McKee 2000; Kramer et al.
1998). Studies of cores forming low-mass stars in Ophiuchus
reveal a steeper mass spectrum, ! ¼ "1:5 (Motte, André, &
Neri 1998; Johnstone et al. 2000), and a study in Serpens
finds ! ¼ "1:1 (Testi & Sargent 1998). These slopes begin
to resemble the slope of the IMF for massive stars, but they
mostly apply to lower mass regions where the stellar IMF
actually turns over (Scalo 1998;Meyer et al. 2000).

The cumulative mass spectrum of cores, based on the
corrected virial masses, is shown in Figure 20. The mass
spectrum is clearly incomplete below about 1000 M$. The
spectrum for Mvir % 1000M$ was fitted using least-squares
and robust estimation (Fig. 20), with resulting ! ¼ "0:91#
0:17 and ! ¼ "0:95, respectively. The mass function of
dense cores is similar to that of M*(tot) in the model of
McKee & Williams (1997). It is also within the range of the
values for the IMF of stars within OB associations (Massey
et al. 1995). The similarity of our value for C to that of the
IMF of stars within clusters suggests that the fragmentation
process keeps nearly the same mass spectrum.

Our mass spectrum is slightly steeper than found by other
studies toward high-mass star-forming regions that used

probes that trace lower densities. Kramer et al. (1998) find
! ¼ "0:6 to "0.8 for CO clumps within seven high-mass
star-forming clouds. A CS J ¼ 2 ! 1 survey toward 55
dense cores containing water masers found ! ¼ "0:6# 0:3
(Zinchenko et al. 1998).

4.5. Surface Density, Pressure, and Confinement
of UCH iiRegions

McKee & Tan (2002, 2003) have emphasized the impor-
tance of the surface density of a molecular core (which they
call a clump) in the stellar mass accretion rate (dm&=
dt / "0:75) and the time to form a star (t&f / ""0:75). Based
on the results in Paper II, they assumed" ¼ 1:0 g cm"2.

The surface density of the core can be calculated from

" ¼ MvirðRCSÞ
!R2

CS

) 0:665
Mvir=1:0* 104 M$
! "

RCS=1 pcð Þ2
g cm"2 : ð9Þ

The average over the sample with well-determined sizes is
" ¼ 0:82# 0:78 g cm"2 with a median of 0.60 g cm"2. The
median surface density corresponds to 2870 M$ pc"2. The
surface densities range from 0.07 g cm"2 (G58.78+0.06) to
4.6 g cm"2 (G20.08"0.13). While the distribution is sharply
peaked for " < 1 g cm"2, a few cores (6) have surface den-
sities greater than 2 g cm"2 (Fig. 15f ). The median surface
density would imply a decrease in the mass accretion rate
and increase in the star formation time for the accretion

Fig. 18.—Line width–size relationship using C34S line widths. The
FWHM size, RCS, is shown in the top panel, and the size at an intensity of
10 K km s"1, R10, is shown in the bottom panel. The extrapolated line
width–size relationships for low- and high-mass regions are labeled, and the
least-squares fit and robust estimation for our sample are shown.

Fig. 19.—Logarithm of IðT&
R Þ and logMvir are compared in the upper

panel and the virial mass and dust-determined mass are compared in the
lower panel. More massive cores are typically brighter in CS intensity:
log IðT&

R Þ ¼ ð"0:76# 0:11Þ þ ð0:81# 0:04Þ logMvir. The virial mass and
mass derived from dust continuum emission correlate well, but Mvir >
Mdust. The solid line in the top panel is the least-squares fit, while the solid
line in the bottom panel indicatesMvir ¼ Mdust.
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Map	
  of	
  the	
  Perseus	
  
molecular	
  cloud	
  
(Heiderman+	
  2010)	
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Figure 2. Example of the Σgas measurement method in the Perseus molecular cloud from the c2d survey. The gray-scale image is the extinction map with black
contours ranging from 2 to 29 in intervals of 4.5 mag The yellow filled circles are Flat SED sources and the red filled circles are Class I sources. Sources that have
an open star correspond to suspicious YSOs (MISFITS) that were observed in HCO+J = 3–2 at the CSO and were not detected. We measure the Σgas from each
map in each contour of extinction. Contours are spaced in intervals wider than the extinction map beam size of 270′′. To estimate SFR, we count the YSOs in the
corresponding contour levels (Section 2.2).
(A color version of this figure is available in the online journal.)

the average molecular cloud in this study has a surface density
of 91.5 M" pc−2 and a ΣSFR of 1.2 M" kpc−2 yr−1. Taking
this average Σgas,cloud and calculating what the extragalactic
relations would predict for the average cloud SFR surface
density, we would get 0.13, 0.07, and 0.03 M" kpc−2 yr−1

for Kennicutt (1998b), Bigiel et al. (2008), and Krumholz
et al. (2009), respectively. The observed values exceed the
observed extragalactic ΣSFR predictions by factors of ∼9–17
and the theoretical prediction by a factor of ∼40. While the star
formation surface density, ΣSFR of 1.2 M" kpc−2 yr−1, seem
high, the clouds fill only a small fraction of the local square kpc.
From Table 1, the total SFR is 781 M" Myr−1. If we remove
the IC5146 clouds, which are more distant than 0.5 kpc, the
SFR within 0.5 kpc is 748 M" Myr−1 or 7.5 × 10−4 M" yr−1.
Extrapolated to the Galaxy with a star-forming radius of 10 kpc,
this would amount to 0.3 M" yr−1, less than the rate estimated
for the entire galaxy of 0.68–1.45 M" yr−1 (Robitaille &
Whitney 2010). This local, low-mass star formation mode thus
could account for a substantial, but not dominant, amount of
star formation in our Galaxy.

2.3. Estimating Σgas and ΣSFR for the Youngest YSOs as a
Function of AV

The last section gave us estimates over the whole molecular
cloud including all YSOs in each cloud. Early work surveying
large areas of clouds (e.g., Lada 1992) suggested that star
formation is concentrated in regions within molecular clouds

in regions of high densities (n ∼ 104 cm−3). The c2d and
GB studies of many whole clouds have clearly established
that star formation is not spread uniformly over clouds, but
is concentrated in regions at high extinction. Furthermore, the
youngest YSOs and dense cores (Enoch et al. 2007) are the most
highly concentrated at high AV (Evans et al. 2009; Bressert et al.
2010). Older YSOs can leave their original formation region or
even disperse the gas and dust. Taking the average velocity
dispersion of a core to be 1 km s−1, a 2 Myr old YSO could
travel ∼2 pc, roughly the average radius of a cloud in this study.
We therefore apply a conservative approach and only estimate
the SFRs using the youngest Class I or Flat SED YSOs (see
Greene et al. (1994) for the definition of classes) that have not
yet migrated from their birthplace. To classify YSOs as Class
I or Flat SED, we use the extinction corrected spectral index
from Evans et al. (2009) for the c2d clouds and the uncorrected
spectral index for the GB clouds (Table 1). These two classes
of YSOs have timescales of 0.55 ± 0.28 and 0.36 ± 0.18 Myr,
respectively (L. Allen et al. 2010, in preparation).

In order to measure ΣSFR and Σgas for the youngest YSOs,
we divide the clouds into equally spaced contour levels of AV
or Σgas,con and measure the SFR, mass (Mcon), and area (Acon)
enclosed in that contour level. The contour intervals start from
the extinction map completeness limits (Section 2.1) and are
spaced such that they are wider than our map beam size of
270′′ as shown in Figure 2. We compute the gas surface density
(Σgas,con) in the same way as in Equation (6), but this time using

Linewidth-­‐size	
  relation	
  low	
  
and	
  high	
  mass	
  star-­‐forming	
  
regions	
  (Shirley+	
  2003)	
  



Problem	
  3:	
  Simulations	
  

althoughKBdid this (Klessen&Burkert 2001) and found that the
distributions of core masses remained lognormal.

6. CONVERGENCE

The three simulations we have performed all start with 643

particles, and use identical initial conditions. However, particle
splitting increases the effective resolution of the simulations,
which is 1283 for run B and 2563 for run C. Since the initial con-
ditions are identical but the effective resolution varies, this set of
simulations constitutes a convergence study, which can be used
to estimate the minimum resolution necessary to obtain reliable
results.

It is clear, however, that some results simply will not con-
verge. By requiring that sink particles are created with enough
gas particles to ensure that they are resolved (i.e., scenario II, by
opposition to scenario I), the initial mass of sinks depends on
resolution, and as a result the initial mass function (IMF) of
cores shown in Figure 15 shifts to lower masses as the resolution
increases. However, the results of run C have converged, since
that simulation does resolve the Jeans mass. If we added a run D
with Ngen ¼ 3 to our set of simulations, the results of runs C and
D would be identical, because a third level of splitting would
never occur: before the density gets large enough to make par-
ticles split a third time, these particles would turn into sinks (see
Fig. 2). This convergence is numerical in the sense that nu-
merical parameters like !c and Ngen determine the solution that
the simulation converges to. A solution that would converge
physically does not exist, and therefore cannot be achieved, in a
system with an isothermal equation of state, because no physical
process limits the minimum mass of cores. In the real universe,

the assumption of isothermality breaks down at high densities
when the gas becomes optically thick, and that in turns leads to a
physical minimum mass for cores.
Looking at the macroscopic properties of the final cluster of

cores, it is clear that the results of runs A and B are significantly
different, while the results of runs B and C are very similar, in-
dicating that convergence has been achieved. In particular, the
mass history of the cluster (Fig. 12, bottom) and the density pro-
file at various times (Fig. 14) are strikingly similar for runs B and
C. In run A, the first core formed underwent runaway accretion,
which affected the further evolution of the cluster. No such run-
away accretion occurred in runs B and C. We believe that the
likelihood of such an occurrence is reduced as the resolution in-
creases, because as more cores are formed, the time interval
between the formation of a core and the next one is reduced, thus
increasing the competition for accretion.
Finally, there are other results, arguably less interesting, that

show convergence. In particular, the formation time histograms
shown in Figure 11 are quite similar for runs B and C, and diff-
erent for run A, with the bulk of the cores forming at later times.

7. ILLUSTRATIVE EXAMPLES

To compare the results to observations, it is convenient to use
the relations in x 4.3 to convert the densities, masses, etc., to
physical units. Because the simulations contain 500 Jeans masses
initially, the total mass and other properties are uniquely fixed by a
choice of temperature and density. We set the temperature at 10 K
for all these examples because this temperature is characteristic of
both dust and gas temperatures in well-shielded regions before
stars form (Leung 1975; Evans et al. 2001; Young et al. 2004).We
will consider below constraints imposed by the assumption of
isothermality. Observers commonly use total particle density [n ¼
n(H2)þ n(He)], where ! ¼ "nmHn, with mH the atomic mass
unit. For a fully molecular cloud with 25% helium by mass, "n ¼
2:29. We will use n for the initial density.
With equation (19) for the Jeans mass, we have in physical

unitsMJ;init ¼ 6:33T 1:5n#0:5 M$ ¼ 200n#0:5 M$ for T ¼ 10 K.
It follows that Mtot ¼ 1:0 ; 105n#0:5 M$, and the size of the
region, Lbox ¼ (Mtot/!̄)

1/3 ¼ 121n#0:5 pc. The dynamical time is
tdyn ¼ (G!̄)#1/2 ¼ 6:3 ; 107n#0:5 yr. Values for these quantities
are given in Table 4 for different values of n.
The assumption that the gas remains isothermal depends on its

ability to cool. In dense regions, the gas cools by collisions with
dust grains, which radiate in a continuum (Goldreich & Kwan
1974; Doty & Neufeld 1997; Young et al. 2004). To remain iso-
thermal, the optical depth in the continuum near the peak emis-
sion wavelength should be less than unity, measured from the
center of the region to the edge. The initial optical depth is com-
puted from # ¼ $!̄Lbox/2, where $ is the opacity of dust per gram
of gas. Emission from dust at 10 K peaks at a wavelength around
350"m.Calculations of dust opacities for dust that has coagulated
and acquired ice mantles, as may be expected in dense regions,
have been done by Ossenkopf & Henning (1994). Observations
are generally well matched by the opacities from column (5) in
their table, known as OH5 opacities. The value for 350 "m, as-
suming a gas-to-dust ratio of 100, is 0:1 cm2 g#1 of gas. The
values of # in Table 4 are computed from these assumptions.
Because we form sinks at a density fsink ¼ 4 ; 104 times the

initial density (using the notation of x 3.1), we must check that
the region around the sink is optically thin just before sink for-
mation. A convenient measure for this is the optical depth cal-
culated for the radius of the SPH kernel at !c ¼ fsink!̄. The radius
of the kernel is about 3 times the local particle spacing!r. The
particle spacing is constrained by!r % 0:5Lbox f #1/3

sink n#1
part2

#Ngen,

Fig. 15.—Mass distribution of protostellar cores: (a) run A (Ngen ¼ 0); (b)
run B (Ngen ¼ 1); (c) run C (Ngen ¼ 2). In each panel, the left and right dotted
lines indicate the Jeans mass at densities ! ¼ !c and ! ¼ !̄, respectively. The
dashed curves show the results of a least-squares fit to a lognormal distribution.
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Left:	
  fragmentation	
  in	
  an	
  isothermal	
  simulation	
  (Martel+	
  2006)	
  
Right:	
  IMF	
  at	
  3	
  different	
  resolutions	
  for	
  isothermal	
  simulations	
  

Fig. 4.—Final state of the system, for runs A (left), B (middle), and C (right). The symbols and labels have the same meaning as in Fig. 3.

Fig. 5.—Early time slice (t ¼ 0:903) of the evolution of the system, for run C. Top left: The entire computational volume. For clarity, only 1/8 of the particles are shown. Top
right: Zoom-in on a dense region at the intersection of two emerging filaments (with all particles shown). The colors black, green, and blue correspond to particles of generation 0,
1, and 2, respectively. Sink particles are shown in red. Bottom right: Zoom-in on the central, high-density region. Cavities around sink particles are visible. Bottom left: Zoom-in
on a filament. The cavity around one sink particle is shown by a circle of radius racc ¼ 0:0005. Particles appearing inside the cavity are either background or foreground particles.



Option	
  2:	
  Small	
  Scale	
  
Non-­‐Isothermality	
  

•  Fragmentation	
  by	
  
small-­‐scale	
  non-­‐
isothermality	
  	
  	
  	
  	
  	
  
(e.g.	
  Larson	
  2005,	
  Jappsen+2005,	
  
Elmegreen+	
  2008)	
  

•  Most	
  important	
  
source:	
  stellar	
  
accretion	
  
luminosity	
  

Temperature	
  vs.	
  radius	
  before	
  (red)	
  and	
  
after	
  (blue)	
  star	
  formation	
  begins	
  in	
  a	
  50	
  
M¤,	
  1	
  g	
  cm-­‐2	
  core	
  (Krumholz	
  2006)	
  



Setting	
  the	
  IMF	
  Peak	
  
(Krumholz	
  2011)	
  

MBE = 1.18

��
kBT

µmHG

�3 1

ρ

L = �L�M
�

2GρM

�
GM∗
R∗

T =

�
32/3L

π1/3(ρM)2/3σSB

�1/4

P ≈ GM2/R4



Mass-­‐Radius	
  Relation	
  and	
  the	
  IMF	
  
•  Accreting	
  stars	
  burn	
  D:	
  D	
  +	
  2	
  H	
  g	
  He	
  
•  Burning	
  keeps	
  Tcore	
  ~	
  106	
  K;	
  calculable	
  from	
  
fundamental	
  constants	
  

•  Fixed	
  Tcore	
  g	
  fixed	
  M*/R*	
  

•  No	
  metallicity	
  dependence	
  

M∗ = 0.4mHΘ
−4/3
c

�
α16

α25

G

�1/18 �
P

PPl

�−1/18

= 0.15

�
P/kB

106 K cm−3

�−1/18

M⊙

α	
  =	
  e2	
  /	
  ħc	
  Θc	
  ≈	
  12.4	
  
αG	
  =	
  GmH

2	
  /	
  ħc	
   PPl	
  =	
  c7	
  /	
  ħG2	
  



Checking	
  this	
  Story	
  



Check	
  Metallicity	
  Independence	
  
5

Fig. 1.— Projections through the simulation volumes at tff = 0.5. The left panels show the column density of the entire core, defined asR
ρdx. The middle column is also the column density, zoomed in to show the middle 5000 AU. The right column shows the column density

weighted temperature,
R

ρTgasdx/
R

ρdx, at the same scale. The rows, from top to bottom, show runs “Solar,” “0.2 Solar,” “0.05 Solar,”

and “High Σ”. Stars are represented by circles drawn on the plots, with the size of the circle corresponding to the size of the star. Stars

with masses between 0.05M⊙ and 1M⊙ are the smallest, intermediate mass stars with 1M⊙ < m < 5M⊙ are the next biggest, and stars

with masses greater than 5M⊙ are the largest

Simulations	
  with	
  

varying	
  metallicity	
  

show	
  very	
  little	
  change	
  

in	
  fragmentation,	
  as	
  

long	
  as	
  the	
  gas	
  

remains	
  optically	
  thick	
  

(Myers+	
  2011)	
  



Simple	
  Collapsing	
  Cluster	
  Simulation	
  
(Krumholz+	
  2011)	
  

1000	
  M¤	
  cloud	
  (roughly	
  the	
  size	
  of	
  the	
  ONC),	
  isolated,	
  no	
  
protostellar	
  outflows	
  

Column	
  density	
   Temperature	
  



Doesn’t	
  Work!	
  

25th	
  percentile	
  of	
  da	
  Rio	
  IMF	
  

75th	
  percentile	
  of	
  da	
  Rio	
  IMF	
  

50th	
  percentile	
  of	
  da	
  Rio	
  IMF	
  



Why	
  it	
  Fails	
  

Krumholz,	
  Dekel,	
  &	
  McKee	
  2012	
  



A	
  More	
  Realistic	
  Simulation	
  
(Krumholz+	
  2012)	
  

Cloud	
  embedded	
  in	
  a	
  larger,	
  turbulent	
  medium;	
  
simulation	
  includes	
  protostellar	
  outflows	
  



A	
  Good	
  IMF	
  at	
  Last	
  



Why	
  it	
  Works	
  



Implications	
  
The Astrophysical Journal, 743:110 (7pp), 2011 December 20 Krumholz
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Figure 5. Characteristic stellar mass M as a function of interstellar pressure
P, for varying parameters. The solid blue line is for the same parameters as in
Figure 4. The other lines show solutions in which one parameter is different:
n = 3 (solid purple), kρ = 1.1 or 2 (dashed and dotted red), δ = 0.1 or 0.01
(green dashed and dotted), β = 1 or 3 (red dashed and dotted), and εL = 3 or
3/16 (equivalent to multiplying ψ by 4 or 1/4 relative to the fiducial estimate;
black dashed and dotted). I use kρ = 1.1 rather than kρ = 1 because formally
the (Chakrabarti & McKee 2005) approximation becomes singular at kρ = 1;
however, numerical solutions indicate that the results are nearly the same as
for kρ = 1.1. I do not show the results of varying the geometric parameter εM

because this should not vary systematically with interstellar environment, and it
simply provides an overall scaling. Note that, as for Figure 4, the vast majority
of Galactic star formation occurs at P/kB ! 108.5 K cm−3. Also note that
model values that fall below 0.01 M" should not be taken seriously, since this
is below the estimated mass at which second collapse to stellar density occurs
(Masunaga & Inutsuka 2000).

interstellar environment—metallicity, dust properties, and de-
gree of gas concentration—change the characteristic mass very
weakly or not at all.

3. DISCUSSION AND CONCLUSIONS

The central results of this paper are Equation (18) and
Figure 4, which describe the characteristic stellar mass in terms
of the hydrogen mass multiplied by a series of dimensionless
factors. Some of these describe the geometry of the stellar
accretion flow (εL, εM ), the internal structure of protostars (Tn),
and the chemical composition of gas (µH2 , µi), and are always
∼1. Others depend on the relative strength of electromagnetic,
gravitational, and nuclear forces (α, αG); these are fundamental
constants. The result also depends on Θc, which describes the
energy scale in a stellar core in units of the Gamow energy.
This is set mostly by the properties of the deuterium plus
hydrogen fusion reaction, which also ultimately depends on
fundamental constants. Finally, the last term depends on the
interstellar pressure measured in units of the Planck pressure;
this is the only term that makes any reference to interstellar
conditions, and there with an extraordinarily weak dependence.
We can therefore understand why the characteristic stellar mass
should be invariant over such a broad range of conditions: it
is set almost entirely by fundamental constants, with an almost
vanishing dependence on interstellar conditions.

Furthermore, this result naturally explains why the stellar
mass scale is such that nuclear reactions can be ignited in stars.
Until deuterium burning begins in stellar cores, stars contract
rapidly as they gain mass, their cores heat up, and ψ becomes
a strongly increasing function of mass. During this phase, as
stars gain mass their thermal zone of influence rapidly expands,
since increasing mass also increases the energy yield from
accretion. Only once nuclear burning begins and the stellar core

temperature is stabilized does the energy yield from accretion
become roughly constant, and the zone of influence ceases to
expand as rapidly, favoring fragmentation. Thus, the onset of
fragmentation is directly linked to stars reaching a mass such
that nuclear reactions can begin.

Finally, I do find a very weak residual dependence of
the characteristic stellar mass on the interstellar pressure and
metallicity. These effects are small enough that they are likely
to be masked within a single galaxy, or even over a wide range
of galaxies of relatively similar properties, by random variations
in factors like the accretion geometry, dust properties, and
interstellar pressures. However, the dependence on pressure and
metallicity may produce noticeable variations in samples that
include galaxies where stars formed under conditions radically
different than those found today. In particular, I find that the
characteristic mass decreases weakly but noticeably in very high
pressure and high metallicity environments such as the cores of
giant elliptical galaxies. There is preliminary evidence for such
a bottom-heavy IMF based on the presence of unexpectedly
strong absorption features characteristic of very low mass stars
in spectra taken from the central portions of giant ellipticals (van
Dokkum & Conroy 2010, 2011). At this point any link between
this observational result and the theoretical one I derive here
is necessarily speculative. We have no direct knowledge of the
properties of the gas from which these stars formed, and it is
possible that the pressure was less than one would infer from
the density of the final stellar system. Even if the pressures are
high, we possess a limited understanding of the physics of star
formation in such extreme environments. Nonetheless, this work
points to the need for further investigation of star formation at
very high pressures, both observationally and theoretically.
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Figure 1 | Detection of theNa I doublet and theWing–Ford band. a, Spectra
in the vicinity of the l5 8,183, l5 8,195 Na I doublet for three stars from the
IRTF library12: a K0 giant, which dominates the light of old stellar populations;
an M6 dwarf, the (small) contribution of which to the integrated light is
sensitive to the form of the IMF at low masses; and an M3 giant, which has
potentially contaminating TiO spectral features in this wavelength range.
b, Averaged Keck/LRIS spectra of NGC4261, NGC4374, NGC4472 and
NGC4649 in the Virgo cluster (black line) and NGC4840, NGC4926, IC 3976
and NGC4889 in the Coma cluster (grey line). Four exposures of 180 s were
obtained for each galaxy. The one-dimensional spectra were extracted from the
reduced two-dimensional data by summing the central 40, which corresponds
to about 0.4 kpc at the distance of Virgo and about 1.8 kpc at the distance of
Coma.We found little or no dependence of the results on the choice of aperture.

Coloured lines show stellar population synthesis models for a dwarf-deficient
‘bottom-light’ IMF14, a dwarf-rich ‘bottom-heavy’ IMF with x523, and an
even more dwarf-rich IMF. The models are for an age of 10Gyr and were
smoothed to the average velocity dispersion of the galaxies. The x523 IMF
fits the spectrum remarkably well. c, Spectra and models around the dwarf-
sensitive Na I doublet. A Kroupa IMF, which is appropriate for theMilkyWay,
does not produce a sufficient number of low-mass stars to explain the strength
of the absorption. An IMF steeper than Salpeter appears to be needed.
d–f, Spectra and models near the l5 9,916 Wing–Ford band. The observed
Wing–Ford band also favours an IMF that is more abundant in low-mass stars
than the Salpeter IMF. All spectra and models were normalized by fitting low-
order polynomials (excluding the feature of interest). The polynomials were
quadratic in a, b, d and e and linear in c and f.

10

1

0.1

0.01

0.1 1

 (l
og

m
)

m (M  )

Increasing number of low-mass stars

0.06

0.04

0.02

0.04

0.03

0.02

0.01

W
ing–Ford index

N
a 

I i
nd

ex

Bottom–light Kroupa Salpeter x = –3.0 x = –3.5

a b

Initial mass function

Observed Na I (Virgo)

Observed Na I (Coma)

Observed Wing-Ford (Virgo)

Predicted Na I

Predicted Wing–Ford
Bottom-light

x = –3.0

x = –3.5

Kroupa

Salpeter

Figure 2 | Constraining the IMF. a, Various stellar IMFs, ranging from a
‘bottom-light’ IMF with strongly suppressed dwarf formation14 (light blue) to
an extremely ‘bottom-heavy’ IMF with a slope x523.5. The IMFs are
normalized at 1M[, because stars of approximately one solar mass dominate
the light of elliptical galaxies. b, Comparison of predicted line Na I andWing–
Ford indices with the observed values. The indices were defined to be analogous

to those in refs 4 and 8. The Na I index has central wavelength 0.8195mm and
side bands at 0.816mm and 0.825mm. The Wing–Ford index has central
wavelength 0.992mm and side bands at 0.985mm and 0.998mm. The central
bands and side bands are all 20 Å wide. Both observed line indices are much
stronger than expected for a Kroupa IMF. The best fits are obtained for IMFs
that are slightly steeper than Salpeter.
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Giant	
  
elliptical	
  
galaxies	
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Summary	
  
•  IMF	
  set	
  by	
  the	
  thermodynamics	
  of	
  fragmenting	
  

gas	
  on	
  small	
  scales,	
  not	
  galaxy	
  scales	
  

•  The	
  invariance	
  of	
  the	
  peak	
  comes	
  from	
  stellar	
  

feedback	
  +	
  fundamental	
  physics	
  

•  Weak	
  variation	
  from	
  radiation-­‐matter	
  coupling:	
  

peak	
  moves	
  to	
  slightly	
  lower	
  mass	
  at	
  high	
  P,	
  Z.	
  

Simulations	
  to	
  test	
  this	
  are	
  underway.	
  


