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Build-up of Galaxies in the First 3 Gyr of Universe:

- How Fast Do Galaxies Grow: SFR Functions
- How Do Galaxies Grow:  Self-Similar Color-Mag 

Sequences
- Can Growing Galaxies Reionize the Universe?

thanks also to HUDF09 team: Garth Illingworth, Pascal Oesch, Ivo Labbe, Marijn 
Franx, Michele Trenti, Pieter van Dokkum, Renske Smit, ...



Wide Variety of Questions we can try to answer with 
these Data...

High-Redshift Galaxies: Current Questions

One of the most interesting topics to study is
galaxy growth.

Since the halos of L* and sub-L* galaxies assemble from 
z~30 to z~3...  the growth of galaxies themselves is 

expected to be profound.



In previous meetings, I have advocated quantifying the 
growth of galaxies in terms of the luminosity function in 

the ultraviolet.

High-Redshift Galaxies: Galaxy Growth
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Fig. 7.— Constraints on the z ∼ 10 LF from our combined data
set, evaluated in 0.5 mag bins. The upper limits correspond to 1σ
Poissonian limits including the additional uncertainty of 50% cos-
mic variance per pointing. It is clear that the luminosity function
evolves strongly from z ∼ 8 to z ∼ 10, as our upper limits are a
factor ∼2-5 below the measured z ∼ 8 LF of Bouwens et al. (or-
ange data; 2011b). The expected z ∼ 10 LF as extrapolated from
fits to lower redshift LBG LFs is shown as a dashed red line. Using
this LF, we would expect to detect six sources in the full data set
(∼ 3.4 in the HUDF, and ∼ 1.2 in each of the HUDF09 paral-
lels; see Figure 6). For comparison also the z ∼ 4 and z ∼ 6 LFs
are plotted (Bouwens et al. 2007), showing the dramatic build-up
of UV luminosity across ∼ 1 Gyr of cosmic time. The light gray
vectors along the lower axis indicate the range of luminosities over
which the different data sets dominate the z ∼ 10 LF constraints.

Poissonian likelihood for the observed number of sources.
This can be written as L =

∏
j

∏
i P (Nobs

j,i , N exp
j,i ), where

j runs over all fields, and i runs over the different mag-
nitude bins, and P is the poissonian probability.
Our extrapolation of the UV LF is a modification of

the fitting formulae of Bouwens et al. (2011b). We thus
use φ∗(z) = 1.14 × 10−3 Mpc−3 =const. and α(z) =
−1.73 =const., and assume: M∗(z) = −20.29+ ζ(z − 6).
We then fit for ζ, finding ζ = 0.58+0.14

−0.11, which results in
an estimate for M∗(z = 10) = −18.0± 0.5 mag.
Alternatively, we assume M∗(z) = −19.63 =const. (as

derived for z ∼ 8 from our empirical extrapolation),
α = −1.73, and we fit only for an evolution in the nor-
malization with redshift relative to the z ∼ 8 LF. This
results in φ∗ = 1.14 × 10−310−Υ(z−8) Mpc−3, with best
fit Υ = 0.54+0.36

−0.19. Thus, using this extrapolation, the
normalization of the UV LF from z ∼ 10 to z ∼ 8 is
expected to increase by a factor 12. These results are
summarized in Table 3.

4.4. Evolution in Luminosity Density From z ∼ 10 to
z ∼ 8

The quantity most easily comparable between observa-
tions and simulations is the observed luminosity density
(ρL) above a given limiting magnitude, which is shown
in Figure 8. The LD from the z ∼ 10 candidate alone
amounts to log10 ρL = 24.1+0.5

−0.7 erg s−1Hz−1Mpc−3.
However, a more realistic estimate of the luminosity
density can be obtained from the two possible extrap-
olations of the UV LF we derived in the previous sec-
tion, which include the contribution from galaxies at
M1400 < −19 mag that are currently undetected. As-
suming the LF evolution only occurs in the characteris-
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Fig. 8.— The evolution of the UV luminosity density ρL above
M1400 = −18 mag (> 0.06Lz=3

∗ ). The filled circle at z ∼ 10.4 is
the luminosity density directly measured for our only z ∼ 10 galaxy
candidate. The two connected dots at z = 10 show the range of pos-
sible LD values, given the two simple, accelerated extrapolations
of the UV luminosity function described in section 4.3. The red
line corresponds to the empirical LF evolution from Bouwens et al.
(2011b). Its extrapolation to z > 8 is shown as dashed red line.
The ρL data at z ∼ 4 − 8 is taken from Bouwens et al. (2007);
Bouwens et al. (2011b). As can be seen, ρL increases by more than
an order of magnitude in the 170 Myr from z ∼ 10 to z ∼ 8, indi-
cating that the galaxy population at this luminosity range evolves
by a factor ≥ 4 more than expected from low redshift extrapola-
tions. The predicted ρL evolution of the semi-analytical model of
Lacey et al. (2011) is shown as dashed blue line, and the theoret-
ical model prediction of Trenti et al. (2010) is shown as blue solid
line. These reproduce the expected luminosity density at z ∼ 10
remarkably well.

tic luminosity, we find for the z ∼ 10 luminosity density
log10 ρL = 24.2 ± 0.5 erg s−1Hz−1Mpc−3, while assum-
ing the evolution to be driven by a normalization of the
Schechter function only, we find log10 ρL = 24.4 ± 0.5
erg s−1Hz−1Mpc−3. These different estimates are also
summarized in Table 3.
Given that the observed luminosity density at z ∼

8 is log10 ρL(z = 8) = 25.6 erg s−1Hz−1Mpc−3

(Bouwens et al. 2011b), the inferred increase in luminos-
ity density in the 170 Myr from z ∼ 10 to z ∼ 8 amounts
to more than an order of magnitude. This is a factor ≥ 4
higher than what would have been inferred from the em-
pirical relation for the UV LF evolution, which predicts
an increase by only a factor ∼ 3.
Note however, that such a rapid increase in luminosity

density is actually predicted by many theoretical mod-
els. In Figure 8 we also show the luminosity densities at
M1400 < −18 mag as derived from the semi-analytical
model (SAM) of Lacey et al. (2011), and from the theo-
retical model of Trenti et al. (2010).
Although there is still some discrepancy on the ex-

act shape of the z > 6 UV LF between the Lacey et al.
(2011) SAM and the observations, the integrated lumi-
nosity density and its evolution is remarkably well repro-
duced across the full redshift range z ∼ 4 − 8 (see also
discussion in Raičević et al. 2011). The semi-analytic
model predicts a constant growth in ρL with cosmic time
at somewhat faster pace than observed, leading to some
discrepancy between the observations and the model at
z ∼ 7 and z ∼ 8, where the observational data shows
higher luminosity densities. However, the model repro-
duces our estimates of the z ∼ 10 LD remarkably well.
Similar conclusions are reached for the purely the-

Oesch et al. 2011; Bouwens et al. 2007, 2011
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This is useful since it provides a measure of how rapidly 
the galaxy population is forming stars at a given redshift

However, since UV light is affected by dust extinction, 
this may not provide a totally accurate view of how 

rapidly star formation is increasing...



To study the growth of the SFR in the galaxy population 
in a more physical manner, we want to apply a dust 

correction to the UV LFs...

High-Redshift Galaxies: Galaxy Growth

Fortunately, we can now estimate dust corrections at z>3 using 
the IRX-beta relationship and the UV colors of galaxies.
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To study the growth of the SFR in the galaxy population 
in a more physical manner, we want to apply a dust 

correction to the UV LFs...

High-Redshift Galaxies: Galaxy Growth

Fortunately, we can now estimate dust corrections at z>3 using 
the IRX-beta relationship and the UV colors of galaxies.
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Figure 1. Top: The relation between the UV-continuum slope
β and UV luminosity at z ∼ 4 from Bouwens et al. (2011b) with
binned points and linear fit < β >= −0.11 (MUV,AB + 19.5) −
1.98. The inset panel shows the luminosity de-trended distribution
of UV-continuum slopes around the mean relation. Middle: The
average dust extinction from the β-distribution in the upper panel
as a function of luminosity, assuming a Meurer et al. (1999) dust
correction, as described in §2.1. The errorbar in the bottom left
corner shows both the random and systematic uncertainties in the
relation. Bottom: The black and red points show the z ∼ 4 UV
LF from Bouwens et al. (2007) before and after correction for dust
(see §2.1). The errorbar in the top left corner shows the fiducial
error in the average dust correction. The dust-corrected UV LF
has a flatter faint-end slope α and brighter M∗

UV.

analytical formulae for the SFR function based on the
UV LFs we use as inputs.

2.1. Dust-corrected luminosity functions

We correct UV LFs for the effects of dust attenuation
using the well-known correlation of extinction with the
UV-continuum slope β. We take the IRX-β relation es-
tablished by Meurer et al. (1999),

A1600 = 4.43 + 1.99 β. (1)

Meurer et al. (1999) estimated the relation based on
starburst galaxies in the local universe. Similar re-

lations have been found at z ∼ 0 by other groups
(Burgarella et al., 2005; Overzier et al., 2011). Though
there is some evidence that the Meurer et al. (1999) re-
lation does not work well for all sources, e.g. very young
galaxies (< 100 Myr) and ULIRGs (e.g. Reddy et al.,
2006), this relation has been found to be accurate in
the mean out to z ∼ 2, despite considerable scat-
ter (e.g. Daddi et al., 2007; Reddy et al., 2006, 2010;
Reddy et al., 2012; Magdis et al., 2010a; Magdis et al.,
2010). There is even evidence in the new Herschel obser-
vations that the Meurer et al. (1999) relation is reason-
ably accurate in estimating the dust extinction for z ∼ 2
Lyman-Break Galaxies (Reddy et al., 2012). We there-
fore quite reasonably utilize this relation in interpreting
higher redshift samples.
Recently there have been a number of studies exam-

ining β in high-redshift samples (e.g. Bouwens et al.,
2009; Wilkins et al., 2011; Bouwens et al., 2011b;
Finkelstein et al., 2011; Dunlop et al., 2012). Perhaps
the most definitive of these studies is Bouwens et al.
(2011b), who using the CANDELS+HUDF09 datasets
find that β correlates with both redshift and luminosity,
with higher redshift and lower luminosity galaxies
being bluer. The results by Bouwens et al. (2011b)
are in excellent agreement with other results in the
literature (e.g. Ouchi et al., 2004; Labbé et al., 2007;
Overzier et al., 2008; Wilkins et al., 2011).
For our dust corrections we assume a linear relation

between the UV-continuum slope β and luminosity, such
as that given in Bouwens et al. (2011b). This is shown
in the top panel of Figure 1 for z ∼ 4,

< β >=
dβ

dMUV
(MUV,AB + 19.5) + βMUV=−19.5, (2)

where dβ
dMUV

and βMUV=−19.5 are from Table 5 of
Bouwens et al. (2011b). Note that for z ∼ 7 we use a
fit with a fixed slope dβ

dMUV
= −0.127 obtained from our

z ∼ 4 − 6 samples, given the large uncertainties in this
slope at z ∼ 7 and the lack of evidence for evolution in the
β-luminosity relation over the redshift range z ∼ 2 − 6.
The distribution of UV-continuum slope β shows sub-
stantial scatter about relation 2, that can be approxi-
mated by a normal distribution with σβ=0.4 (Figure 1).
The steps for computing an average dust correction

are as follows. We use Eq. 1 to calculate the UV absorp-
tion A1600 for each source in our adopted β-distribution.
Then to obtain the extinction correction at a given MUV
we integrate over the β-distribution, setting A1600 = 0
when A1600 < 0. The middle panel of Figure 1 shows
the resulting < AMUV

> as a function of luminosity at
z ∼ 4. We then apply this dust correction to the UV
luminosities of individual bins of the LF. We shift each
point in the LF toward brighter magnitudes and correct
for the fact that the luminosity-dependent dust correc-
tion increases the width of the bins.
The bottom panel of Figure 1 shows the effect of our

luminosity-dependent dust correction on the stepwise UV
LF at z ∼ 4 from Bouwens et al. (2007). The dust cor-
rection shifts the LF to higher luminosities, particularly
at the bright end, causing M∗

UV to brighten, and also
flattens the faint-end slope. There is also a small shift to
lower volume densities due to the renormalisation of the
magnitude bins.

MUV (Luminosity)

Example: Dust-correcting the
UV LF at z~4
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Figure 2. Left : Both the analytical and stepwise SFR functions derived in this study from dust-corrected UV LFs. The stepwise SFR
functions (individual points) were derived using the UV LF results from Bouwens et al. (2007, 2011c), as described in §2.1. The solid
lines are the SFR functions derived in Schechter form as described in §2.2 with parameters listed in Table 1. The lines are not fits to the
points. The excellent agreement between the two approaches provides a useful cross-check. We have indicated the SFRs (>∼ 150M!yr−1:
equivalent to a bolometric luminosity > 1012L!) where we expect our SFR functions to be more uncertain due to incompleteness in the
UV selections and possible unreliability of the IRX-β relation (e.g. Reddy et al., 2006). The best estimates at high SFRs may come from
searches in the mid-IR/far-IR (black point from Daddi et al., 2009, see also Marchesini et al., 2010). The SFR function therefore may fall
off more slowly than we infer (dashed line). Right : A comparison of the SFR functions with similar functions derived from the bolometric
LF of Reddy et al. (2008; grey region), the IR LF of Magnelli et al. (2011; black open squares) and the Hα LF from Sobral et al. (2012;
black dashed line) at z ∼ 2. The trend in the SFR function, derived from our dust-corrected UV LFs at z ∼ 4− 7, clearly extends to z ∼ 2.
The smooth evolution in the SFR function provides some corroboration for the dust corrections we apply.

Now that we have dust-corrected UV fluxes we can use
well-established relations to compute the SFR as a func-
tion of luminosity, giving us our desired SFR functions.
We use the following relation from Kennicutt (1998),

SFR

M!yr−1
= 1.25 · 10−28 LUV,corr

erg s−1Hz−1
. (3)

Since this relation gives the time-averaged SFR over a
∼ 100Myr time window, it will underestimate the SFR
(typically by ! 2×) in galaxies substantially younger
than this (e.g. Verma et al., 2007; Bouwens et al., 2011b;
Reddy et al., 2012). However, Eq. 3 is expected to work
on average for the extended SF histories expected in
LBGs.
The left panel of Figure 2 shows the stepwise SFR func-

tions at z ∼ 4, 5, 6 and 7, based on stepwise UV LFs
derived from Bouwens et al. (2007) and Bouwens et al.
(2011c).

2.2. Analytical SFR functions

In this section, we use an analytical Schechter-like ap-
proximation to represent SFR functions at z ∼ 4− 7.
We assume that the IRX-β relation for individual

galaxies is described by AUV = C0 +C1 β and the distri-
bution of galaxies at a certain MUV is given by a Gaus-
sian with µβ =< β > (Eq. 2) and width σβ , which gives

< AMUV
>= C0 + 0.2 ln 10C2

1 σ
2
β + C1 < β > . (4)

This expression is only valid in the limit that the dis-
tribution of UV-continuum slopes β does not extend

to β ! −2.3 since such blue β’s formally give nega-
tive dust corrections (a clearly non-physical result) using
the Meurer et al. (1999) relation. For the Meurer et al.
(1999) relation Eq. 4 simplifies to < AMUV

>= 4.43 +
1.82 σ2

β + 1.99 < β >.
To compute SFR functions we start with the UV LF,

described in Schechter form (Schechter, 1976):

φ(L) dL = φ∗

(

L

L∗

)α

exp

(

−
L

L∗

)

dL

L∗
. (5)

Substituting SFR for L (and SFR∗ for L∗), using Eq. 2,
3 and 4 yields

φ(SFR) dSFR =
φ∗

1− C1
dβ
dM

(

SFR

SFR∗

)

α+C1
dβ
dM

1−C1
dβ
dM

× exp

(

−
SFR

SFR∗

)

dSFR

SFR∗ . (6)

where we have made the simplifying assumption that
the cut-off in the Schechter function is exponential and
not some slightly shallower high-end cut-off (the modi-
fied functional form is consistent with the observations).
This gives the conversions

αSFR =
αUV,uncorr + C1

dβ
dM

1− C1
dβ
dM

(7)

φ∗
SFR =

φ∗
UV,uncorr

1− C1
dβ
dM

. (8)

log10 SFR
Smit et al. (2012)
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tion of luminosity, giving us our desired SFR functions.
We use the following relation from Kennicutt (1998),
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(typically by ! 2×) in galaxies substantially younger
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Reddy et al., 2012). However, Eq. 3 is expected to work
on average for the extended SF histories expected in
LBGs.
The left panel of Figure 2 shows the stepwise SFR func-

tions at z ∼ 4, 5, 6 and 7, based on stepwise UV LFs
derived from Bouwens et al. (2007) and Bouwens et al.
(2011c).

2.2. Analytical SFR functions

In this section, we use an analytical Schechter-like ap-
proximation to represent SFR functions at z ∼ 4− 7.
We assume that the IRX-β relation for individual

galaxies is described by AUV = C0 +C1 β and the distri-
bution of galaxies at a certain MUV is given by a Gaus-
sian with µβ =< β > (Eq. 2) and width σβ , which gives
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>= C0 + 0.2 ln 10C2

1 σ
2
β + C1 < β > . (4)

This expression is only valid in the limit that the dis-
tribution of UV-continuum slopes β does not extend

to β ! −2.3 since such blue β’s formally give nega-
tive dust corrections (a clearly non-physical result) using
the Meurer et al. (1999) relation. For the Meurer et al.
(1999) relation Eq. 4 simplifies to < AMUV

>= 4.43 +
1.82 σ2

β + 1.99 < β >.
To compute SFR functions we start with the UV LF,

described in Schechter form (Schechter, 1976):

φ(L) dL = φ∗

(

L

L∗

)α

exp

(

−
L

L∗

)

dL

L∗
. (5)

Substituting SFR for L (and SFR∗ for L∗), using Eq. 2,
3 and 4 yields

φ(SFR) dSFR =
φ∗

1− C1
dβ
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SFR
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)

α+C1
dβ
dM

1−C1
dβ
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× exp
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−
SFR
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where we have made the simplifying assumption that
the cut-off in the Schechter function is exponential and
not some slightly shallower high-end cut-off (the modi-
fied functional form is consistent with the observations).
This gives the conversions

αSFR =
αUV,uncorr + C1

dβ
dM

1− C1
dβ
dM

(7)

φ∗
SFR =

φ∗
UV,uncorr

1− C1
dβ
dM

. (8)

What do the SFR function results look like?

High-Redshift Galaxies: Galaxy Growth
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Figure 2. Left : Both the analytical and stepwise SFR functions derived in this study from dust-corrected UV LFs. The stepwise SFR
functions (individual points) were derived using the UV LF results from Bouwens et al. (2007, 2011c), as described in §2.1. The solid
lines are the SFR functions derived in Schechter form as described in §2.2 with parameters listed in Table 1. The lines are not fits to the
points. The excellent agreement between the two approaches provides a useful cross-check. We have indicated the SFRs (>∼ 150M!yr−1:
equivalent to a bolometric luminosity > 1012L!) where we expect our SFR functions to be more uncertain due to incompleteness in the
UV selections and possible unreliability of the IRX-β relation (e.g. Reddy et al., 2006). The best estimates at high SFRs may come from
searches in the mid-IR/far-IR (black point from Daddi et al., 2009, see also Marchesini et al., 2010). The SFR function therefore may fall
off more slowly than we infer (dashed line). Right : A comparison of the SFR functions with similar functions derived from the bolometric
LF of Reddy et al. (2008; grey region), the IR LF of Magnelli et al. (2011; black open squares) and the Hα LF from Sobral et al. (2012;
black dashed line) at z ∼ 2. The trend in the SFR function, derived from our dust-corrected UV LFs at z ∼ 4− 7, clearly extends to z ∼ 2.
The smooth evolution in the SFR function provides some corroboration for the dust corrections we apply.
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functions (individual points) were derived using the UV LF results from Bouwens et al. (2007, 2011c), as described in §2.1. The solid
lines are the SFR functions derived in Schechter form as described in §2.2 with parameters listed in Table 1. The lines are not fits to the
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LF of Reddy et al. (2008; grey region), the IR LF of Magnelli et al. (2011; black open squares) and the Hα LF from Sobral et al. (2012;
black dashed line) at z ∼ 2. The trend in the SFR function, derived from our dust-corrected UV LFs at z ∼ 4− 7, clearly extends to z ∼ 2.
The smooth evolution in the SFR function provides some corroboration for the dust corrections we apply.

Now that we have dust-corrected UV fluxes we can use
well-established relations to compute the SFR as a func-
tion of luminosity, giving us our desired SFR functions.
We use the following relation from Kennicutt (1998),
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M!yr−1
= 1.25 · 10−28 LUV,corr

erg s−1Hz−1
. (3)

Since this relation gives the time-averaged SFR over a
∼ 100Myr time window, it will underestimate the SFR
(typically by ! 2×) in galaxies substantially younger
than this (e.g. Verma et al., 2007; Bouwens et al., 2011b;
Reddy et al., 2012). However, Eq. 3 is expected to work
on average for the extended SF histories expected in
LBGs.
The left panel of Figure 2 shows the stepwise SFR func-

tions at z ∼ 4, 5, 6 and 7, based on stepwise UV LFs
derived from Bouwens et al. (2007) and Bouwens et al.
(2011c).

2.2. Analytical SFR functions

In this section, we use an analytical Schechter-like ap-
proximation to represent SFR functions at z ∼ 4− 7.
We assume that the IRX-β relation for individual

galaxies is described by AUV = C0 +C1 β and the distri-
bution of galaxies at a certain MUV is given by a Gaus-
sian with µβ =< β > (Eq. 2) and width σβ , which gives
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This expression is only valid in the limit that the dis-
tribution of UV-continuum slopes β does not extend

to β ! −2.3 since such blue β’s formally give nega-
tive dust corrections (a clearly non-physical result) using
the Meurer et al. (1999) relation. For the Meurer et al.
(1999) relation Eq. 4 simplifies to < AMUV

>= 4.43 +
1.82 σ2

β + 1.99 < β >.
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Figure 2. Left : Both the analytical and stepwise SFR functions derived in this study from dust-corrected UV LFs. The stepwise SFR
functions (individual points) were derived using the UV LF results from Bouwens et al. (2007, 2011c), as described in §2.1. The solid
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points. The excellent agreement between the two approaches provides a useful cross-check. We have indicated the SFRs (>∼ 150M!yr−1:
equivalent to a bolometric luminosity > 1012L!) where we expect our SFR functions to be more uncertain due to incompleteness in the
UV selections and possible unreliability of the IRX-β relation (e.g. Reddy et al., 2006). The best estimates at high SFRs may come from
searches in the mid-IR/far-IR (black point from Daddi et al., 2009, see also Marchesini et al., 2010). The SFR function therefore may fall
off more slowly than we infer (dashed line). Right : A comparison of the SFR functions with similar functions derived from the bolometric
LF of Reddy et al. (2008; grey region), the IR LF of Magnelli et al. (2011; black open squares) and the Hα LF from Sobral et al. (2012;
black dashed line) at z ∼ 2. The trend in the SFR function, derived from our dust-corrected UV LFs at z ∼ 4− 7, clearly extends to z ∼ 2.
The smooth evolution in the SFR function provides some corroboration for the dust corrections we apply.
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Figure 2. Left : Both the analytical and stepwise SFR functions derived in this study from dust-corrected UV LFs. The stepwise SFR
functions (individual points) were derived using the UV LF results from Bouwens et al. (2007, 2011c), as described in §2.1. The solid
lines are the SFR functions derived in Schechter form as described in §2.2 with parameters listed in Table 1. The lines are not fits to the
points. The excellent agreement between the two approaches provides a useful cross-check. We have indicated the SFRs (>∼ 150M!yr−1:
equivalent to a bolometric luminosity > 1012L!) where we expect our SFR functions to be more uncertain due to incompleteness in the
UV selections and possible unreliability of the IRX-β relation (e.g. Reddy et al., 2006). The best estimates at high SFRs may come from
searches in the mid-IR/far-IR (black point from Daddi et al., 2009, see also Marchesini et al., 2010). The SFR function therefore may fall
off more slowly than we infer (dashed line). Right : A comparison of the SFR functions with similar functions derived from the bolometric
LF of Reddy et al. (2008; grey region), the IR LF of Magnelli et al. (2011; black open squares) and the Hα LF from Sobral et al. (2012;
black dashed line) at z ∼ 2. The trend in the SFR function, derived from our dust-corrected UV LFs at z ∼ 4− 7, clearly extends to z ∼ 2.
The smooth evolution in the SFR function provides some corroboration for the dust corrections we apply.
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Figure 2. Left : Both the analytical and stepwise SFR functions derived in this study from dust-corrected UV LFs. The stepwise SFR
functions (individual points) were derived using the UV LF results from Bouwens et al. (2007, 2011c), as described in §2.1. The solid
lines are the SFR functions derived in Schechter form as described in §2.2 with parameters listed in Table 1. The lines are not fits to the
points. The excellent agreement between the two approaches provides a useful cross-check. We have indicated the SFRs (>∼ 150M!yr−1:
equivalent to a bolometric luminosity > 1012L!) where we expect our SFR functions to be more uncertain due to incompleteness in the
UV selections and possible unreliability of the IRX-β relation (e.g. Reddy et al., 2006). The best estimates at high SFRs may come from
searches in the mid-IR/far-IR (black point from Daddi et al., 2009, see also Marchesini et al., 2010). The SFR function therefore may fall
off more slowly than we infer (dashed line). Right : A comparison of the SFR functions with similar functions derived from the bolometric
LF of Reddy et al. (2008; grey region), the IR LF of Magnelli et al. (2011; black open squares) and the Hα LF from Sobral et al. (2012;
black dashed line) at z ∼ 2. The trend in the SFR function, derived from our dust-corrected UV LFs at z ∼ 4− 7, clearly extends to z ∼ 2.
The smooth evolution in the SFR function provides some corroboration for the dust corrections we apply.
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Since this relation gives the time-averaged SFR over a
∼ 100Myr time window, it will underestimate the SFR
(typically by ! 2×) in galaxies substantially younger
than this (e.g. Verma et al., 2007; Bouwens et al., 2011b;
Reddy et al., 2012). However, Eq. 3 is expected to work
on average for the extended SF histories expected in
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Figure 2. Left : Both the analytical and stepwise SFR functions derived in this study from dust-corrected UV LFs. The stepwise SFR
functions (individual points) were derived using the UV LF results from Bouwens et al. (2007, 2011c), as described in §2.1. The solid
lines are the SFR functions derived in Schechter form as described in §2.2 with parameters listed in Table 1. The lines are not fits to the
points. The excellent agreement between the two approaches provides a useful cross-check. We have indicated the SFRs (>∼ 150M!yr−1:
equivalent to a bolometric luminosity > 1012L!) where we expect our SFR functions to be more uncertain due to incompleteness in the
UV selections and possible unreliability of the IRX-β relation (e.g. Reddy et al., 2006). The best estimates at high SFRs may come from
searches in the mid-IR/far-IR (black point from Daddi et al., 2009, see also Marchesini et al., 2010). The SFR function therefore may fall
off more slowly than we infer (dashed line). Right : A comparison of the SFR functions with similar functions derived from the bolometric
LF of Reddy et al. (2008; grey region), the IR LF of Magnelli et al. (2011; black open squares) and the Hα LF from Sobral et al. (2012;
black dashed line) at z ∼ 2. The trend in the SFR function, derived from our dust-corrected UV LFs at z ∼ 4− 7, clearly extends to z ∼ 2.
The smooth evolution in the SFR function provides some corroboration for the dust corrections we apply.
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Figure 4. The turnover SFR∗ at fixed φ∗
SFR as a function of redshift (left) and cosmic time (right). The SFR∗ from Magnelli et al. (2011),

Sobral et al. (2012), Reddy et al. (2008) and Oesch et al. (2012) are indicated with a red asterisk, cross, triangle and square, respectively.
The dashed line gives a linear fit to our derived log10 SFR∗ at z ∼ 4 − 7, with log10 SFR∗ ∝ −0.22 (1 + z) (§3.1). The fit at z ∼ 4 − 7 is
in broad agreement with the literature over the entire range z ∼ 8 to z ∼ 2. The extrapolated fit also agrees with the current estimate
for SFR∗ at z ∼ 10 (Bouwens et al., 2011a; Oesch et al., 2012b), but the uncertainties in this estimate are still quite large. This provides
strong evidence that galaxies build up consistently with time, from z ∼ 8 to z ∼ 2.

Table 1
SFR function parameters

< z > log10
SFR∗

M"yr−1 φ∗
SFR (10−3 Mpc−3) αSFR

3.8 1.59±0.11 1.07±0.17 −1.60±0.07
5.0 1.39±0.12 0.79±0.24 −1.52±0.12
5.9 1.14±0.17 1.09±0.40 −1.58±0.22
6.8 1.04±0.30 0.64±0.56 −1.94±0.35

Notes. These Schechter parameters are obtained by dust
correcting the UV LF using the Meurer et al. (1999) IRX-β
relationship. We adopt the linear relation between the
UV-continuum slope β and UV luminosity (Eq. 2) found by
Bouwens et al. (2011b). See §2.2.

3.1. High-SFR end: linear build-up of log SFR∗ from
z ∼ 8 to z ∼ 2

The high-SFR end of the SFR function is interesting
since it provides us with a direct measure of the rate at
which luminous galaxies are building up at early times.
We compare our parameters with various studies that
combine UV and IR observations to obtain complete SFR
functions at z ! 2, i.e. Bothwell et al. (2011), Bell et al.
(2007) and Reddy et al. (2008) and also with Hα and IR
LFs at z ∼ 2 from Sobral et al. (2012) and Magnelli et al.
(2011) respectively. We expect the IR LFs to probe
the SFRs in the dominant population of dusty galaxies
(ULIRG+LIRGs) at z ∼ 2. We use the relations from
Kennicutt (1998) to convert the Hα and bolometric lumi-
nosities to SFR. The SFR functions at z ∼ 2 are shown
in the right panel of Figure 2; these SFR functions are
in reasonable agreement with each other, except at the
high-SFR end where the Hα LF is low. This may result
from an incomplete sampling (or inadequate dust cor-
rections) of dusty galaxies by the Hα study. The z ∼ 2
SFR functions are consistent with the evolution observed

between z ∼ 4− 7.
The bottom panel of Figure 3 shows SFR∗ for our re-

sults at z ∼ 4− 7 with the SFR∗ from published studies
mentioned above. The black symbols (Bouwens et al.,
2007, 2011c; Reddy & Steidel, 2009) represent the equiv-
alent SFR∗ one would derive without applying a dust
correction. There is a significant difference in the evolu-
tion of the high-SFR end of the SFR function taking dust
attenuation into account: SFR∗ (without a dust correc-
tion) peaks at ∼ 20M"yr−1 for z ∼ 3 − 4, while SFR∗

derived from dust-corrected UV or MIR LFs, continues
to rise from ∼ 10M"yr−1 at z ∼ 7 to ∼ 100M"yr−1 at
z ∼ 2.
In Figure 4 we show the evolution of SFR∗ at fixed

φ∗
SFR (with log10φ∗

SFR = −3.05). This is interesting since
it allows us to examine the evolution in the high-end of
the SFR function without introducing additional ”noise”
from the SFR∗-φ∗

SFR degeneracy. We extend our com-
parison of SFR∗ to z ∼ 8 using the Oesch et al. (2012)
UV LF. The effect of the dust correction on SFR∗ de-
creases strongly with redshift for z " 4 and we expect
the contribution at z ∼ 8 to be nearly negligible. We
fit a linear slope to our own estimates of log10 SFR∗ at
z ∼ 4− 7 and find log10 SFR∗ = 2.47− 0.22 (1 + z) (Fig-
ure 4). The SFR functions without a dust correction
follow log10 SFR∗ ∝ −0.11 (1 + z). Comparing the two,
we see that our dust corrections double the rate at which
the high-SFR end of the SFR function grows with cosmic
time.
Extrapolating the best fit relation to higher and lower

redshift we find good agreement with z ∼ 2 and z ∼ 8
determinations of SFR∗ (Figure 4). The estimate for
z ∼ 10 from Oesch et al. (2012b) is also consistent with
the trend, but the uncertainty in SFR∗ at that redshift is
still quite large. The evolution of SFR∗ with redshift at
fixed φ∗ suggests that galaxies build up in a consistent
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Figure 4. The turnover SFR∗ at fixed φ∗
SFR as a function of redshift (left) and cosmic time (right). The SFR∗ from Magnelli et al. (2011),

Sobral et al. (2012), Reddy et al. (2008) and Oesch et al. (2012) are indicated with a red asterisk, cross, triangle and square, respectively.
The dashed line gives a linear fit to our derived log10 SFR∗ at z ∼ 4 − 7, with log10 SFR∗ ∝ −0.22 (1 + z) (§3.1). The fit at z ∼ 4 − 7 is
in broad agreement with the literature over the entire range z ∼ 8 to z ∼ 2. The extrapolated fit also agrees with the current estimate
for SFR∗ at z ∼ 10 (Bouwens et al., 2011a; Oesch et al., 2012b), but the uncertainties in this estimate are still quite large. This provides
strong evidence that galaxies build up consistently with time, from z ∼ 8 to z ∼ 2.
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Notes. These Schechter parameters are obtained by dust
correcting the UV LF using the Meurer et al. (1999) IRX-β
relationship. We adopt the linear relation between the
UV-continuum slope β and UV luminosity (Eq. 2) found by
Bouwens et al. (2011b). See §2.2.

3.1. High-SFR end: linear build-up of log SFR∗ from
z ∼ 8 to z ∼ 2

The high-SFR end of the SFR function is interesting
since it provides us with a direct measure of the rate at
which luminous galaxies are building up at early times.
We compare our parameters with various studies that
combine UV and IR observations to obtain complete SFR
functions at z ! 2, i.e. Bothwell et al. (2011), Bell et al.
(2007) and Reddy et al. (2008) and also with Hα and IR
LFs at z ∼ 2 from Sobral et al. (2012) and Magnelli et al.
(2011) respectively. We expect the IR LFs to probe
the SFRs in the dominant population of dusty galaxies
(ULIRG+LIRGs) at z ∼ 2. We use the relations from
Kennicutt (1998) to convert the Hα and bolometric lumi-
nosities to SFR. The SFR functions at z ∼ 2 are shown
in the right panel of Figure 2; these SFR functions are
in reasonable agreement with each other, except at the
high-SFR end where the Hα LF is low. This may result
from an incomplete sampling (or inadequate dust cor-
rections) of dusty galaxies by the Hα study. The z ∼ 2
SFR functions are consistent with the evolution observed

between z ∼ 4− 7.
The bottom panel of Figure 3 shows SFR∗ for our re-

sults at z ∼ 4− 7 with the SFR∗ from published studies
mentioned above. The black symbols (Bouwens et al.,
2007, 2011c; Reddy & Steidel, 2009) represent the equiv-
alent SFR∗ one would derive without applying a dust
correction. There is a significant difference in the evolu-
tion of the high-SFR end of the SFR function taking dust
attenuation into account: SFR∗ (without a dust correc-
tion) peaks at ∼ 20M"yr−1 for z ∼ 3 − 4, while SFR∗

derived from dust-corrected UV or MIR LFs, continues
to rise from ∼ 10M"yr−1 at z ∼ 7 to ∼ 100M"yr−1 at
z ∼ 2.
In Figure 4 we show the evolution of SFR∗ at fixed

φ∗
SFR (with log10φ∗

SFR = −3.05). This is interesting since
it allows us to examine the evolution in the high-end of
the SFR function without introducing additional ”noise”
from the SFR∗-φ∗

SFR degeneracy. We extend our com-
parison of SFR∗ to z ∼ 8 using the Oesch et al. (2012)
UV LF. The effect of the dust correction on SFR∗ de-
creases strongly with redshift for z " 4 and we expect
the contribution at z ∼ 8 to be nearly negligible. We
fit a linear slope to our own estimates of log10 SFR∗ at
z ∼ 4− 7 and find log10 SFR∗ = 2.47− 0.22 (1 + z) (Fig-
ure 4). The SFR functions without a dust correction
follow log10 SFR∗ ∝ −0.11 (1 + z). Comparing the two,
we see that our dust corrections double the rate at which
the high-SFR end of the SFR function grows with cosmic
time.
Extrapolating the best fit relation to higher and lower

redshift we find good agreement with z ∼ 2 and z ∼ 8
determinations of SFR∗ (Figure 4). The estimate for
z ∼ 10 from Oesch et al. (2012b) is also consistent with
the trend, but the uncertainty in SFR∗ at that redshift is
still quite large. The evolution of SFR∗ with redshift at
fixed φ∗ suggests that galaxies build up in a consistent

dust corrected

not corrected 
for dust 

extinction

Using the SFR function, we find evidence for very 
uniform build-up of galaxies from z~8 to z~2...

Since the growth rate is so uniform, this also 
suggests our dust corrections are quite plausible. 



5

Figure 4. The turnover SFR∗ at fixed φ∗
SFR as a function of redshift (left) and cosmic time (right). The SFR∗ from Magnelli et al. (2011),

Sobral et al. (2012), Reddy et al. (2008) and Oesch et al. (2012) are indicated with a red asterisk, cross, triangle and square, respectively.
The dashed line gives a linear fit to our derived log10 SFR∗ at z ∼ 4 − 7, with log10 SFR∗ ∝ −0.22 (1 + z) (§3.1). The fit at z ∼ 4 − 7 is
in broad agreement with the literature over the entire range z ∼ 8 to z ∼ 2. The extrapolated fit also agrees with the current estimate
for SFR∗ at z ∼ 10 (Bouwens et al., 2011a; Oesch et al., 2012b), but the uncertainties in this estimate are still quite large. This provides
strong evidence that galaxies build up consistently with time, from z ∼ 8 to z ∼ 2.

Table 1
SFR function parameters

< z > log10
SFR∗

M"yr−1 φ∗
SFR (10−3 Mpc−3) αSFR

3.8 1.59±0.11 1.07±0.17 −1.60±0.07
5.0 1.39±0.12 0.79±0.24 −1.52±0.12
5.9 1.14±0.17 1.09±0.40 −1.58±0.22
6.8 1.04±0.30 0.64±0.56 −1.94±0.35

Notes. These Schechter parameters are obtained by dust
correcting the UV LF using the Meurer et al. (1999) IRX-β
relationship. We adopt the linear relation between the
UV-continuum slope β and UV luminosity (Eq. 2) found by
Bouwens et al. (2011b). See §2.2.

3.1. High-SFR end: linear build-up of log SFR∗ from
z ∼ 8 to z ∼ 2

The high-SFR end of the SFR function is interesting
since it provides us with a direct measure of the rate at
which luminous galaxies are building up at early times.
We compare our parameters with various studies that
combine UV and IR observations to obtain complete SFR
functions at z ! 2, i.e. Bothwell et al. (2011), Bell et al.
(2007) and Reddy et al. (2008) and also with Hα and IR
LFs at z ∼ 2 from Sobral et al. (2012) and Magnelli et al.
(2011) respectively. We expect the IR LFs to probe
the SFRs in the dominant population of dusty galaxies
(ULIRG+LIRGs) at z ∼ 2. We use the relations from
Kennicutt (1998) to convert the Hα and bolometric lumi-
nosities to SFR. The SFR functions at z ∼ 2 are shown
in the right panel of Figure 2; these SFR functions are
in reasonable agreement with each other, except at the
high-SFR end where the Hα LF is low. This may result
from an incomplete sampling (or inadequate dust cor-
rections) of dusty galaxies by the Hα study. The z ∼ 2
SFR functions are consistent with the evolution observed

between z ∼ 4− 7.
The bottom panel of Figure 3 shows SFR∗ for our re-

sults at z ∼ 4− 7 with the SFR∗ from published studies
mentioned above. The black symbols (Bouwens et al.,
2007, 2011c; Reddy & Steidel, 2009) represent the equiv-
alent SFR∗ one would derive without applying a dust
correction. There is a significant difference in the evolu-
tion of the high-SFR end of the SFR function taking dust
attenuation into account: SFR∗ (without a dust correc-
tion) peaks at ∼ 20M"yr−1 for z ∼ 3 − 4, while SFR∗

derived from dust-corrected UV or MIR LFs, continues
to rise from ∼ 10M"yr−1 at z ∼ 7 to ∼ 100M"yr−1 at
z ∼ 2.
In Figure 4 we show the evolution of SFR∗ at fixed

φ∗
SFR (with log10φ∗

SFR = −3.05). This is interesting since
it allows us to examine the evolution in the high-end of
the SFR function without introducing additional ”noise”
from the SFR∗-φ∗

SFR degeneracy. We extend our com-
parison of SFR∗ to z ∼ 8 using the Oesch et al. (2012)
UV LF. The effect of the dust correction on SFR∗ de-
creases strongly with redshift for z " 4 and we expect
the contribution at z ∼ 8 to be nearly negligible. We
fit a linear slope to our own estimates of log10 SFR∗ at
z ∼ 4− 7 and find log10 SFR∗ = 2.47− 0.22 (1 + z) (Fig-
ure 4). The SFR functions without a dust correction
follow log10 SFR∗ ∝ −0.11 (1 + z). Comparing the two,
we see that our dust corrections double the rate at which
the high-SFR end of the SFR function grows with cosmic
time.
Extrapolating the best fit relation to higher and lower

redshift we find good agreement with z ∼ 2 and z ∼ 8
determinations of SFR∗ (Figure 4). The estimate for
z ∼ 10 from Oesch et al. (2012b) is also consistent with
the trend, but the uncertainty in SFR∗ at that redshift is
still quite large. The evolution of SFR∗ with redshift at
fixed φ∗ suggests that galaxies build up in a consistent

Characteristic Star 
Formation Rate

(~ maximum typical 
SFR)
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SFR function Results at z~2-7

What do the SFR function results look like?
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FIG. 18.— Featureless, rising power law star formation histories are appropriate for z> 3; however, for z< 3, galaxies have peaks in their star formation rates
that depend on halo mass. These figures show constraints on individual star formation histories of galaxies in halos of mass 1011 ! 1014M! as a function of
time from the beginning of the universe to z = 0.1. These halo masses correspond to stellar masses of ∼ 109, 3× 1010M!, 1011M! , and 2× 1011M! at z = 0,
respectively.
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FIG. 19.— Left panel: Median mass accretion histories for halos in narrow mass bins (0.25 dex). The shaded regions contain 68% of the spread in mass
accretion histories for different halos. Right panel: Constraints on individual star formation histories for galaxies in 1012M! halos, compared with fits from Eq.
22-24.

satellites cease to form stars relatively quickly after accretion
(Wetzel et al. 2012) means that declining star formation his-
tories may continue to be reasonable fits for satellite galaxies,
even though most other galaxies of the same mass may be
better fit by rising star formation histories.

Finally, we note that differences can arise in individual
galaxy star formation histories because of the scatter in stel-
lar masses at a given halo mass, as well as the scatter in mass
accretion histories for halos (see Fig. 19). We can attempt to
model these effects by sampling random mass accretion his-
tories from the Bolshoi simulation and then sampling random
stellar mass growth histories as allowed by the scatter in stel-
lar mass at fixed halo mass (i.e., choosing random stellar mass
offsets at z = 8, z = 1.0, and z = 0 and using spline interpolation
at intermediate times). Our results, expressed as a function of
time since the beginning of the universe, are shown in Fig. 18.

These results have dramatically larger error bars than those
in Fig. 6 on account of the spread in mass accretion histories
for halos. Nonetheless, some basic conclusions can be drawn.
Star formation histories for z> 3 galaxies increase with time.
Although there are different ways to parametrize these histo-
ries, a straightforward one is a direct power law form:

SFH(t) = AtB (for z> 3). (22)

This is also equally capable of fitting the average star for-
mation rates in Fig. 6 at z > 3. Our result is similar to that

of Papovich et al. (2011); however, we find steeper slopes
(B ∼ 3 ! 4) than theirs (B ∼ 1.7) because they ignore all ef-
fects of mergers that occur from z = 8 to z = 3.

At lower redshifts, there is a mass-dependent turnover af-
ter which the star formation history begins to decline. This
happens at z∼ 2!3 for 1011M! galaxies, making a declining
exponential at z = 0 a reasonable fit. However, it happens as
late as z = 0.5 for 109.5M! galaxies—meaning that a declining
exponential is never a good fit for these galaxies unless they
are satellites. The best fit in general for all the constraints on
individual histories presented here is a double power law:

SFH(t) = A
[

( t
τ

)B
+
( t
τ

)!C]!1

; (23)

typical values ofB andC range from 1 to 5. It may often be the
case that the available data is insufficient to constrain all three
shape parameters. In this case, a hybrid of the exponential
decline and power law rise still provides a reasonable fit:

SFH(t) = AtB exp(!t/τ ). (24)
6. DISCUSSION

The existence of a “cold mode” of gas accretion that al-
lows efficient star formation at high redshifts and shuts off for
massive galaxies past z ∼ 2 has been predicted in hydrody-
namical simulations for the past decade (Birnboim & Dekel

Similar results on SF histories are being 
obtained in detailed theoretical modeling 
(Behroozi et al. 2012), from detailed HOD 

modelling...



Besides the SFR function, we can also study the growth 
of the galaxy population by looking at the galaxy stellar 

mass function and UV LFs (see Pascal’s talk)...

High-Redshift Galaxies: Galaxy Growth

While we see clear evidence that galaxies grow with 
cosmic time, one might reasonably ask how they grow.

Do galaxies grow smoothly with cosmic time or do 
they grow through a smaller number of large 

starbursts?
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properties and galaxy mass/luminosity is expected
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Fig. 1.— Surface brightness profile shape in the SFR-Mass diagram. A ’structural main sequence’ is clearly present at all observed
epochs, and well approximated by a constant slope of 1 and a zeropoint that increases with lookback time (white line). While SFGs on
the MS are well characterized by exponential disks, quiescent galaxies at all epochs are better described by De Vaucouleurs profiles. Those
galaxies that occupy the tip and upper envelope of the MS also have cuspier light profiles, intermediate between MS galaxies and red &
dead systems.

in ∆ log re and -0.10 in n at 1.5 < z < 2.5) relative
to the trends that will be discussed in this paper, sug-
gesting that any biases from morphological k-corrections
have only a limited impact on our conclusions. Bond et
al. (2011) arrive at a similar conclusion comparing rest-
frame optical and rest-frame UV size measurements of
z ∼ 2 galaxies. Moreover, we also verified that the re-
sults obtained for each of the four fields individually are
consistent with those presented for the combined data set
in this paper, albeit with more noise due to the smaller
number statistics (see Appendix B.1).
While beyond the scope of this paper, the wavelength

dependence of structural properties can potentially re-
veal interesting clues on the physical processes shaping
galaxies in the young universe (see, e.g., Guo et al. 2011;
Szomoru et al. 2011; and Cassata et al. 2011, who find
evidence for mild morphological k-corrections such that
the centers of galaxies in their samples tend to be some-
what redder). For an in depth discussion of resolved stel-
lar populations inferred from spatial variations in color,
we defer the reader to Wuyts et al. (in prep).

2.3. Sample Selection

Our four deep fields are not uniform in depth. Con-
sequently, they have different completeness limits in the
SFR-Mass diagram. Since we are mainly interested in
individual galaxy characteristics rather than abundances
(number or mass densities) as function of position along
or across the MS, we refrain from applying any incom-
pleteness corrections to the observed populations. Under
the premise that, at any given redshift, galaxies form a
two-parameter family described by their mass and SFR,
this approach works well. I.e., a median galaxy property
can be computed reliably, and unbiased by any complete-
ness issues, based on the objects observed in a given bin
of SFR-Mass space.
Our final sample comprises 639924 galaxies at 0.02 <

z < 0.2, 132328 galaxies at 0.5 < z < 1.5, and 35649

galaxies at 1.5 < z < 2.5. The relative breakdown in
galaxies of different masses is determined by the depth
of the observations, and the stellar mass function at the
respective redshifts. Above M > 1010 M! our sample
counts 532131, 31127, and 8895 galaxies at z ∼ 0.1, z ∼

1, and z ∼ 2 respectively. Above M > 1011 M!, the
numbers drop to 147922, 2767, and 1059 galaxies at z ∼

0.1, z ∼ 1, and z ∼ 2 respectively. An overview of the
sample size per field is provided in Table 1.

3. RESULTS ON GALAXY STRUCTURE

3.1. Profile Shape

We start by analyzing the surface brightness profile
shape as a function of position in the SFR-Mass diagram
in Figure 1. The three panels show from left to right
the z ∼ 0.1, z ∼ 1, and z ∼ 2 bins respectively. In-
stead of indicating the relative abundance of galaxies in
different regions of the diagram, we use the color-coding
to mark the median value of the Sersic index n of all
galaxies in each [SFR,M ] bin. For displaying purposes,
we restrict the range of the colorbar to 1 < n < 4, and
assign the same color as n = 1 and n = 4 to bins with
median n < 1 or median n > 4 respectively. The frac-
tions (fn<1; fn>4) of galaxies lying outside these bounds
amounts to (0.09; 0.24), (0.41; 0.14), and (0.41; 0.16) at
z ∼ 0.1, z ∼ 1, and z ∼ 2 respectively. The fraction
of [SFR,M ] bins with median n outside this range is
small: (0.02; 0.11) at z ∼ 0.1, (0.14; 0.15) at z ∼ 1, and
(0.11; 0.11) at z ∼ 2. The resulting diagrams present a
remarkably smooth variation in the typical galaxy pro-
file shape across the diagram. Moreover, despite the loss
of information on number densities, the so-called main
sequence of star formation is immediately apparent, and
its presence persists out to the highest observed redshifts.
This ’structural main sequence’ consists of galaxies with
near-exponential profiles (n ≈ 1) and shows a similar
behavior as the conventional ’number main sequence’ as
identified on the basis of number densities in the SFR-

High-Redshift Galaxies: Galaxy Growth
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Such a tight relationship between galaxy properties and 
galaxy mass/luminosity also observed at low redshift
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Do we find a similarly tight relationship between observables as 
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Do we find a similarly tight relationship between 
observables as a function of mass?
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Fig. 5.— Stacked SEDs of z ∼ 4 galaxies in 7 bins of UV-
luminosity. The faintest SEDs (blue solid symbols and lines) cor-
respond to the SEDs derived from our sample. This sample has
a mean redshift of 〈z〉 = 3.8 ± 0.3 and was split in bins of ob-
served ∆i775 = 1mag, approximately covering the UV-luminosity
range −21 ! M1500 ! −18. The brightest stacks (gray open sym-
bols and dashed lines) correspond to the median SEDs presented
in Lee et al. (2011), for a sample of galaxies with mean redshift
〈z〉 = 3.7 ± 0.4. These SEDs allow us to extend the luminosity
range to brighter luminosities up to M1500 ∼ −23. In Lee et al.
(2011) the sources were split in six bins according to their ob-
served I-band luminosity. For clarity, we only show every other
bin but all are considered in Figure 6. The x-axis shows wave-
length and the approximate position of the set of filters used in the
Lee et al. (2011) study (BWRIJHKS [3.6][4.5][5.8][8.0]: see their-
Figure 4). Best fit BC03 models are included for references (the H
and Ks−band fluxes were excluded from the fits because they are
likely biased – see text, section 5.1). A trend of bluer UV-slopes
and smaller Balmer breaks at fainter luminosities is observed.

and the Spitzer/IRAC mid-IR channels 1 through 44.
Similar to the present work, they divide their sample ac-
cording to the I–band luminosity, although with uneven
bins. Their sources are intrinsically brighter than in this
work, corresponding to L > L∗

z=4 sources roughly cover-
ing the range −23 ! M1500 ! −21.
The combination of the Lee et al. (2011) sample with

our data spans the UV-luminosity range: −23 ! M1500 !
−17.5. This represents an unprecedented dataset to
study the SEDs, and especially the UV-to-optical col-
ors, of z ∼ 4 galaxies over a large range of luminosities.
The SEDs from both works are presented in Figure 5. In
this figure the H160 is shown with open symbols since it
is likely biased and should be ignored as is explained in
detail later. An overall trend to bluer colors (both in the
rest-frame UV and the rest-frame UV-to-optical colors)
towards fainter luminosities is already apparent in this

4 Although relatively deep IRAC channels 3 & 4 data (sampling
5.8 µm and 8.0 µm respectively) is available for our sample in the
GOODS-S, this data is still " 0.5mag shallower than the channel
1 & 2. It is, therefore, much harder to obtain reliable stacked
photometry in those bands, especially considering that our sample
is much smaller and intrinsically fainter than the Lee et al. (2011)
sample. We have not included these bands in the median-stacked
SEDs presented in this work.

Fig. 6.— Top: Interpolated rest frame (Un − Vn) color as a
function of M1500 for the z ∼ 4 sources. Blue solid symbols and
errorbars correspond to the colors derived for the new SEDs in this
work. Similarly, we have derived interpolated (Un −Vn)rest colors
for the SEDs presented in Lee et al. (2011), dark open symbols and
errorbars. A systematic trend to bluer (Un − Vn)rest colors with
decreasing UV-luminosity is observed. The best fit trend of (Un −
Vn)rest = −0.040(±0.014)×M1500−0.069(±0.293) is shown by the
dashed line and the 95% confidence interval is shown by the gray
area. The rest-frame (Un − Vn) colors were determined from best
fits to the observed data based on the default template set from the
code EAzY (Brammer et al. 2008). We have used ideal narrow band
Un and Vn filters that correspond to step functions of 100 Å width,
centered at rest-frame 3500 Å and 5500 Å respectively. The upper
limit (2σ), arises from the limitations of the template set which
only includes (Un−Vn) > 0.3 mags. The color of this SED is likely
very close to this limit. Bottom: The same (Un − Vn)rest colors
after being corrected for dust extinction. The corrections were
derived from the median UV-slope β trends from Bouwens et al.
(2009, 2011a) and the local Meurer et al. (1999) relation between
β and dust extinction. The corrected colors of both samples show
flat trends with luminosity.

figure.
We quantify the UV-to-Optical colors by estimating

the interpolated rest-frame (Un − Vn) colors for the
median-stacked SEDs in both sets. Figure 6 shows a sys-
tematic trend of redder (Un−Vn)rest colors as a function
of increasing UV-luminosity.
The interpolated (Un − Vn) colors were determined

from the best fits to the full observed SED, where the fits
correspond to a linear combination of a set of template
SEDs. These SEDs correspond to the default template
set from the photometric code EAzY (Brammer et al.
2008). This template set was constructed and calibrated
empirically to determine accurate photometric redshifts
of galaxies of various types, from very blue starbursts to
red ellipticals and has been shown to work well up to
z ∼ 5− 6 (Brammer et al. 2008). For the Un and Vn fil-

Do we find a similarly tight relationship between 
observables as a function of mass?

Gonzalez et al. 2011; see also Stark et al. 2009; Lee et al. 2012
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with the UV-slope β according to:

A1600 = 4.43 + 1.99× β (1)

where A1600 is the extinction in magnitudes at 1600 Å.
A Calzetti et al. (2000) extinction curve is used to esti-
mate the extinction at other wavelengths.

Fig. 6.— Top: Interpolated rest frame (Un − Vn) color as a
function of M1500 for the z ∼ 4 sources. Blue solid symbols and
errorbars correspond to the colors derived for the new SEDs in this
work. Similarly, we have derived interpolated (Un −Vn)rest colors
for the SEDs presented in Lee et al. (2011), dark open symbols and
errorbars. Although not very steep, a systematic trend to bluer
(Un − Vn)rest colors with decreasing UV-luminosity is observed.
The best fit trend of (Un − Vn)rest = −0.026 × M1500 − 0.069
is shown by the dashed line and the 95% confidence interval is
shown by the gray area. The rest-frame (Un − Vn) colors were
determined from best fits to the observed data based on the default
template set from the code EAzY (Brammer et al. 2008). We
have used ideal narrow band Un and Vn filters that correspond
to step functions of 100 Å width, centered at rest-frame 3500 Å
and 5500 Å respectively. The upper limit (2σ), arises from the
limitations of the template set which only includes (Un−Vn) > 0.3
mags. The color of this SED is likely very close to this limit.
Bottom: The same (Un − Vn)rest colors after being corrected for
dust extinction. The corrections were derived from the median
UV-slope β trends from Bouwens et al. (2009, 2011) and the local
Meurer et al. (1999) relation between β and dust extinction. The
corrected colors of both samples show flat trends with luminosity
but seem to be disjoint. It is possible that the dust corrections are
not equally adequate over the entire luminosity range. Another
possible explanation is that the contamination rates are different
between the two samples. Finally, it should be noted that the
UV-slope in the Lee et al. (2011) sample is only poorly sampled.
Small offsets in the photometric calibration could bias the best fit
models, from which the colors are estimated, to redder colors.

As can be seen from the figure, the dust corrected (Un−
Vn) color is essentially constant with UV-luminosity.

This again suggests that the main origin for the correla-
tion of β with the UV-luminosity is an increasing dust
content at brighter magnitudes. Otherwise we would ex-
pect some residual trend in the dust corrected color. This
would be the case for example, if a strong age trend ex-
isted with UV-luminosity. As will be shown later, a sim-
ilar flattening of the corrected colors is observed at all
redshifts in the −21 < M1500 < −18 range.
Although both are flat, the trends of the corrected

colors with UV-luminosity of the two samples are dis-
joint. The reasons for this are unclear but there are a
few reasons that may help explain it. First, it is un-
clear that the mean trend that we used to derive dust
corrections applies over such a large range of luminosi-
ties. This can help to explain that the corrected colors of
the brightest sources are bluer than those of the faintest
ones. However, it does not explain the break between
the two samples. Second there are differences between
the selection of the two samples, in particular, it is not
clear that the fraction of contaminants is comparable be-
tween the two samples. A larger fraction of contaminants
in the brighter ground-based sample of Lee et al. (2011)
as compared to the our data, could bias the brighter
SEDs to smaller (Un − Vn) colors, resulting in excessive
corrections for dust, which are derived from the mean
trend on the UV with UV-luminosity. It should also be
noted that in the case of the Lee et al. (2011) sample, the
UV-slope is not very well sampled, with basically the I
and J−bands driving the UV-slope (since the H−band
has been excluded). Even small systematic offsets of
∼ 0.1mag in the zero-point calibration between these two
filters can bias the best fit models to redder slopes and
in consequence, smaller UV-to-optical colors. Finally the
methods used to derive total colors from NIR to MID-
IR/IRAC are different. In fact, as described in section
4, systematic differences in the H160−IRAC colors of the
order ∼ 0.1 − 0.2mag are obtained when we calculate
these total colors with a different method. These are
sufficient to explain the differences observed.

5.2. The UV-to-optical Colors at Higher Redshift

We now extend our determination of the SED of high-z
galaxies to z ∼ 5 and z ∼ 6, and combine our determina-
tions with the stacked SEDs of sources at z ∼ 7 recently
presented in Labbé et al. (2010a). Figure 7 shows the
SEDs at 4 ! z ! 7. The expected mean redshifts of these
samples correspond to 〈z〉 = 3.8, 〈z〉 = 5.0, 〈z〉 = 5.9, and
〈z〉 = 6.9, with typical spread in redshift of∆z±0.3. The
samples at each redshift have been split in bins of 1mag,
using as reference the observed magnitude in the band
closest to 1500 Å (Table 2 contains the SEDs and infor-
mation about the samples in each bin). Best fit BC03
models with CSF and 0.2Z! metallicity are overlaid for
reference. As explained in the previous section, we have
excluded from the fitting the bands that are potentially
biased (marked by the open symbols). As can be seen in
this Figure, all these SEDs are remarkably similar and
show sizable UV-to-optical colors.
The similarity of the SEDs can also be appreciated

in Figure 8, where the SEDs from the different redshift
samples have been grouped according to their approxi-
mate M1500 luminosities. The SEDs in the three M1500
bins have been re-normalized according to theirM1500 lu-
minosity and combined to produce over-sampled SEDs,

Parallels trends seen in UV Slopes β
MUV (Luminosity)

Valentino 
Gonzalez

z~4



Do we find a similarly tight relationship between 
observables as a function of mass?

Gonzalez et al. 2011; see also Stark et al. 2009; Lee et al. 2012
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Fig. 10.— Top: UV-to-optical color as a function of M1500. Blue
symbols correspond to the J−[3.6] colors of the z ∼ 4 SEDs; green:
z ∼ 5; red: z ∼ 6; and black: z ∼ 7. Despite the sizable scatter, a
systematic trend to redder UV-to-optical colors with increasing lu-
minosity is observed at all redshifts. At the same time, there is no
clear indication of a systematic trend with redshift. The dashed
line is a best fit to all the points (all redshifts simultaneously):
J125− [3.6] = −0.11(±0.07)×M1500,AB +const, and the gray area
corresponds to the 95% confidence interval. This is different to Fig-
ure 6 in that this Figure shows the directly observed colors rather
than interpolated rest-frame colors. In fact it is remarkable that
this observed color, which samples different wavelength regions of
the SED at the different redshift, remains fairly constant. This
is probably an indication that the rest-frame optical colors mea-
sured by IRAC are fairly flat. Center: The interpolated rest frame
(Un − Vn) colors (Section 5.1). The best fit trend to all the data
is shown by the brown dashed line (slope= −0.044± 0.032). If the
z ∼ 4 sample was excluded from the fit, the trend is slightly shal-
lower (slope= −0.032 ± 0.047). For comparison, the black dashed
line shows the best fit to the z ∼ 4 data only, as shown in Figure 6,
this trend is slightly flatter than for the full sample. Bottom: The
(Un − Vn)rest colors after being corrected by dust extinction fol-
lowing a simple prescription based on the UV-slopes and the local
Meurer et al. (1999) relation. Except for the z ∼ 7 SEDs (which
have a much steeper β vs. UV-luminosity relation), the dust cor-
rected colors of all SEDs seem to show a flat trend (although the
scatter is large). This indicates that a change in dust is enough
to explain the change in colors, both in the UV and the UV-to-
optical. In particular, no age dependence on luminosity seems to
be required.

At z ! 4 we have also combined our faint SEDs with
the L > L∗ stacks presented in Lee et al. (2011). This
allows us to assess the colors of z ! 4 sources over an
unprecedentedly large range of luminosities. Our main
findings are as follow:

• At z ! 4 the (Un − Vn) rest-frame color (inter-
polated from the data using a fitted SED from
a set of templates is of (Un − Vn) ∼ 0.5 mags.
There is a shallow but systematic trend of red-
der colors for brighter UV-luminosities over the
range −23 " M1500,AB " −17.5 (Figure 6, section
5.1). A linear fit to this trend is (Un − Vn)rest =
−0.03×M1500 − 0.07

• The SEDs of star forming galaxies at 4 " z " 7 are
remarkably similar at all luminosities from −23 "
M1500,AB " −17.5, showing fairly flat rest-frame
UV and rest-frame optical colors (section 5.2 and
Figures 7, 8 and 10). At a given redshift, there are
weak indications of a subtle trend for redder colors
for brighter sources. A simple fit to the data at all
redshifts simultaneously results in (Un − Vn)rest =
−0.04×M1500−0.37 (Figure 10 center, Section 4.2).

• The UV-to-optical color, as measured by the ob-
served J125 − [3.6], color remains fairly constant
with redshift, despite the Spitzer/IRAC bands
probing different wavelength regions of the SED
(Figure 10 top). This suggests that the optical col-
ors are fairly flat at all redshifts z ∼ 4−7, although
there is significant scatter, which can be caused by
optical emission line contamination to the IRAC
filters.

• The z ! 5 SEDs show consistently blue [3.6] −
[4.5] ∼ −0.3 colors. This is hard to reproduce with
models that only include stellar continuum, al-
though it is still formally possible given the current
uncertainties. Nonetheless, it is probably better ex-
plained with moderate flux contributions from op-
tical nebular emission lines in the two IRAC bands.
Including some contribution from emission lines
leads to lower best fit ages and lower stellar masses
than previously estimated for galaxies at these red-
shifts. Changes of a factor 2 could well result, but
we would caution that detailed assessments are not
yet possible with the current data.

• We derive dust-corrected (U − V ) colors using a
simple dust correction based on the median UV-
slope β vs. UV-luminosity relation from Bouwens
et al. (2009, 2011) and the Meurer et al. (1999)
relation (Figure 10, bottom). The dust-corrected
UV-to-optical colors at 4 " z " 6 are (U −
V ) ∼ 0.4mags. They do not appear to depend
on UV-luminosity. This may suggest that mod-
erate changes in the dust content of galaxies can
explain the color dependency observed both in the
UV-slopes and the UV-to-optical colors. In partic-
ular, it seems that no age evolution is required to
match this color dependency.

The recent deep and ultra-deep HST ACS and
WFC3/IR imaging programs over the GOODS-S field
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Fig. 10.— Top: UV-to-optical color as a function of M1500. Blue
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Meurer et al. (1999) relation. Except for the z ∼ 7 SEDs (which
have a much steeper β vs. UV-luminosity relation), the dust cor-
rected colors of all SEDs seem to show a flat trend (although the
scatter is large). This indicates that a change in dust is enough
to explain the change in colors, both in the UV and the UV-to-
optical. In particular, no age dependence on luminosity seems to
be required.

At z ! 4 we have also combined our faint SEDs with
the L > L∗ stacks presented in Lee et al. (2011). This
allows us to assess the colors of z ! 4 sources over an
unprecedentedly large range of luminosities. Our main
findings are as follow:

• At z ! 4 the (Un − Vn) rest-frame color (inter-
polated from the data using a fitted SED from
a set of templates is of (Un − Vn) ∼ 0.5 mags.
There is a shallow but systematic trend of red-
der colors for brighter UV-luminosities over the
range −23 " M1500,AB " −17.5 (Figure 6, section
5.1). A linear fit to this trend is (Un − Vn)rest =
−0.03×M1500 − 0.07

• The SEDs of star forming galaxies at 4 " z " 7 are
remarkably similar at all luminosities from −23 "
M1500,AB " −17.5, showing fairly flat rest-frame
UV and rest-frame optical colors (section 5.2 and
Figures 7, 8 and 10). At a given redshift, there are
weak indications of a subtle trend for redder colors
for brighter sources. A simple fit to the data at all
redshifts simultaneously results in (Un − Vn)rest =
−0.04×M1500−0.37 (Figure 10 center, Section 4.2).

• The UV-to-optical color, as measured by the ob-
served J125 − [3.6], color remains fairly constant
with redshift, despite the Spitzer/IRAC bands
probing different wavelength regions of the SED
(Figure 10 top). This suggests that the optical col-
ors are fairly flat at all redshifts z ∼ 4−7, although
there is significant scatter, which can be caused by
optical emission line contamination to the IRAC
filters.

• The z ! 5 SEDs show consistently blue [3.6] −
[4.5] ∼ −0.3 colors. This is hard to reproduce with
models that only include stellar continuum, al-
though it is still formally possible given the current
uncertainties. Nonetheless, it is probably better ex-
plained with moderate flux contributions from op-
tical nebular emission lines in the two IRAC bands.
Including some contribution from emission lines
leads to lower best fit ages and lower stellar masses
than previously estimated for galaxies at these red-
shifts. Changes of a factor 2 could well result, but
we would caution that detailed assessments are not
yet possible with the current data.

• We derive dust-corrected (U − V ) colors using a
simple dust correction based on the median UV-
slope β vs. UV-luminosity relation from Bouwens
et al. (2009, 2011) and the Meurer et al. (1999)
relation (Figure 10, bottom). The dust-corrected
UV-to-optical colors at 4 " z " 6 are (U −
V ) ∼ 0.4mags. They do not appear to depend
on UV-luminosity. This may suggest that mod-
erate changes in the dust content of galaxies can
explain the color dependency observed both in the
UV-slopes and the UV-to-optical colors. In partic-
ular, it seems that no age evolution is required to
match this color dependency.

The recent deep and ultra-deep HST ACS and
WFC3/IR imaging programs over the GOODS-S field
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MUV (Luminosity)
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Gonzalez

if we look at a galaxy of a given luminosity or mass at 
many different redshifts or cosmic times, that its properties 

are largely determined by luminosity or mass.
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Fig. 7.— The stacked SEDs of galaxies in units of observed magnitudes (see also Table 2). The x-axis shows wavelength and the
approximate filter that it corresponds to in our filter set for reference (notice that this filter set is different to the one in the x-axis of Figure
5). In the case of the optical bands, the errors were derived by bootstrap re-sampling the measured fluxes. The individual uncertainties
were set to a minimum of 5% to account for systematic uncertainties in the filter to filter absolute calibrations. The errors in the IRAC
bands were derived by bootstrap re-sampling the individual images and repeating the pixel by pixel median-stack process. In all cases,
these errors on the median should include both the image noise and the uncertainty coming from variations within the population included
in the stack. Simple best fit BC03 models with CSF are also included for reference. In the fitting process the redshifts were fixed to the
median redshift of each sample, i.e.: 〈z〉 = 3.8, 〈z〉 = 5.0, 〈z〉 = 5.8, and 〈z〉 = 6.9 respectively. Due to the intrinsic redshift distribution of
each sample, the median fluxes measured for bands near Lyman alpha or the Balmer break are likely biased and in consequence they were
excluded from the fitting process (excluded bands are marked by the open symbols). The position of the most prominent possible emission
lines in the rest-frame optical region of the SED are marked by the vertical dashed lines (assuming the mean redshift of each sample). At
the different redshifts sampled here, different lines could be contaminating the continuum fluxes measured by the Spitzer/IRAC filters.
The overall shape and UV-to-optical colors of the SEDs, however, remain remarkably constant with redshift. Some contribution of nebular
emission lines is possibly hinted by the small relative excess of [3.6] over [4.5] fluxes observed at z ! 5.

Do we find a similarly tight relationship between 
observables as a function of mass?

Gonzalez et al. 2011; see also Stark et al. 2009; Lee et al. 2012
Valentino 
Gonzalez

Stacked SEDs of z~4-7 galaxies



Self-similar UV colors + UV-optical colors imply

Bouwens et al. 2012; Gonzalez et al. 2011; see also Stark et al. 2009; Lee et al. 2012

Dust Extinction

dust extinction + M/L ratios

MUV (Luminosity)

Mass to Light Ratio

– 13 –

Fig. 2.— (left) M/L ratio as a function of UV-luminosity for the z ∼ 4 sample. Symbols
and error-bars as in Figure 1. The median M/L ratio changes by a factor 5× in the lumi-
nosity range of our sample. (right) The correlation between the M/L and J − [3.6] color.
Arrows indicate 2σ-upper limits. This tight relation suggests that the large scatter observed
in the M/L (left panel) is largely due to intrinsic variations in the UV-to-optical colors.
Photometric scatter can only account for ! 0.14 dex at MUV,1500 ∼ −20 (0.37 dex at −19).

(Modulo Duty Cycle Uncertainties)

M/L 
Ratio

MUV (Luminosity)



==> Sequence of Star-forming Galaxies

Labbe et al. 2010

SFR

Stellar Mass

McLure et al. 2011

Stellar Mass

z~7z~7

SFR

Stellar Mass

Bouwens et al. 2011

(dusted 
corrected)

see also Stark et al. 2009

SFR correlated with stellar mass

The proportionality factor between SFR and 
stellar mass is the 

specific star formation rate

which is a key quantity of interest



==> Evolution of specific star formation rate

Gonzalez et al. 2012; see also Schaerer et al. 2012; Bouwens et al. 2012; Reddy et al. 2012

PREVIOUS

NEW

Higher values of the sSFRs are due to 

(1) better accounting for dust extinction in z>4 galaxies 
(SFRs → higher)

(2) correcting for the contribution of emission lines to rest-
frame optical light (stellar masses → lower)

SFR /
stellar
mass



Thus far, I’ve told you the SED shapes of galaxies
are largely self similar 

depending only on luminosity or mass

Bouwens et al. 2012

This is not entirely true.

-- There is scatter in the properties of galaxies at a 
given luminosity/mass



There is scatter in galaxy properties

Bouwens et al. 2012; Castellano et al. 2012; Gonzalez et al. 2011; see also Stark 
et al. 2009; Lee et al. 2012
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Fig. 2.— (left) M/L ratio as a function of UV-luminosity for the z ∼ 4 sample. Symbols
and error-bars as in Figure 1. The median M/L ratio changes by a factor 5× in the lumi-
nosity range of our sample. (right) The correlation between the M/L and J − [3.6] color.
Arrows indicate 2σ-upper limits. This tight relation suggests that the large scatter observed
in the M/L (left panel) is largely due to intrinsic variations in the UV-to-optical colors.
Photometric scatter can only account for ! 0.14 dex at MUV,1500 ∼ −20 (0.37 dex at −19).

MUV (Luminosity)

σ(M/L) ~ 0.5 dex

Galaxy-to-galaxy scatter is considerable!
The scatter we observe here points to some 

considerable non-uniformity of the star formation history 
of individual galaxies, but this will require much more 
detailed future modeling than what we have done to 

present.

An important goal going forward in high-redshift studies 
will be to quantify these variations much more accurately 

from the available field + cluster observations.



UV slopes also show a modest dependence on redshift

Bouwens et al. 2012; see also work by Finkelstein et al. 2012

blue

red

Finlator et al. 2011

The observed trend towards bluer colors at 
z>5 prompts the question of how blue high-

redshift galaxies can become at z>~7...

Do galaxy colors become blue enough at 
z>~7 to suggest “exotic” stellar populations?



Bouwens et al. 2010; Finkelstein et al. 2010

β

blue

red

“bright”
“faint”

“Original HUDF09measurements”

Initial Observations over the HUDF with WFC3/IR allowed people 
to look at UV colors of faint z~7 galaxies...

EXOTIC 
STELLAR 

POPULATIONS

“Original HUDF09measurements”

However, the 
uncertainties on the UV 
colors were large for 
the faintest sources...

Provided extremely 
tentative support for the 
idea that the stellar 
populations of faint z~7 
galaxies might have 
more exotic stellar 
populations



Bouwens et al. 2010, 2012; Wilkins et al. 2011; Finkelstein et al. 2012

β

blue

red

“bright”
“faint”

“Original HUDF09measurements”

New WFC3/IR
Wilkins et al. 2011

Finkelstein et al. 2012

Are very low luminosity galaxies at z>6 extraordinarily blue 
(providing evidence for exotic or extreme stellar pops)?

EXOTIC 
STELLAR 

POPULATIONS
Subsequent observations 
verified that the UV colors of 
faint z~7 sources were blue, 
but not so blue as to require 
exotic stellar populations.



Reionization of the Universe

Can growing galaxies reionize 
the universe?



How can we answer?
           -- We have good constraints on the UV LF to z~10
           -- Extrapolating current measures of the LF to higher redshifts
              and lower luminosities, we can estimate ionizing photons from
              galaxies
           -- Make reasonable assumptions about clumping factor for HI in
               IGM and fraction of ionizing photons escaping

Can galaxies reionize the universe?
(how much light do they produce?)

What do we need to match to plausibly explain 
reionization?

        -- Reionize the universe by z>~6
           -- Match WMAP Thomson optical depths ~ 0.087 +/- 0.018
           -- Match other observables...
               * Lyα constraints on ionizing photon injection rate
               * Kinetic SZ constraints from SPT (Zahn et al. 2011)
 



Faint Contribution
is more challenging...Bright Contribution is easy...

JUST
INTEGRATE

IT UP

Power Law Integrate
more uncertain

extrapolated
component...

Simply
Integrate

This

How many ionizing photons do galaxies produce?



Correction (for unseen sources) depends very sensitively on faint-end slope
(integrated to -10 AB mag: approximate limiting luminosity expected in many models)

Faint-end slope of UV LF
is very important to establish

Bouwens et al. 2011

Can galaxies reionize the universe?
(how much light do they produce?)

Current Determination 
at z=7 (800 Myr)

−1σ

+1σ



Bouwens et al. 2007, 2011, 2012; Reddy al. 2009; Bradley et al. 2012
(see also Ouchi et al. 2009; Oesch et al. 2010; Yoshida et al. 2006)

Shallow
slope

Steep
slope

What are our current constraints on the faint-end slope?

35

Can galaxies reionize the universe?
(how much light do they produce?)

(and predictions from theory suggest such an evolution: Trenti et al. 
2010; Jaacks et al. 2011; Salvaterra et al. 2011)



Bouwens et al. 2012

Faint-end slope is steep
−1.87 ± 0.13 (but not evolving)

36

Can galaxies reionize the universe?
(how much light do they produce?)

Thomson optical depth is
0.055      0.061      0.070

Reionization at z=7

Faint-end slope is steeper
at higher redshifts (evolving)

Thomson optical depth is
0.062        0.079        0.142

Reionization at z=8

Matches WMAP constraints!

clumping factor of 3, fesc = 0.2

The potential steepening of 
the faint-end slope may 

be important for 
matching observed 

Thomson optical depths



Bouwens et al. 2012

Can galaxies reionize the universe?
(how much light do they produce?)

Predicted τe
very sensitive to 
evolution in faint-

end slope...

(and predictions from theory suggest such an evolution: Trenti et al. 
2010; Jaacks et al. 2011; Salvaterra et al. 2011)
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Figure 9. Redshift at which reionization is 20% (top left), 50% (top right), 90% (bottom left), and 100% complete (bottom right), as
a function of the limiting UV magnitude, for models in which ζionfesc(z) is tuned to reproduce both the WMAP-7 Thomson optical
depth and the z = 4 Lyα forest constraints. The colors represent our three LF evolution fits, and the shaded region encompasses both
the WMAP-7 τe 1σ region and the total (including systematic) uncertainty in ṅcom

ion
(z = 4).

icantly on redshift. We impose an extremely faint ceiling of

Mlim = 0 (∼ 4 orders of magnitude below the UV suppres-

sion sacle of M = −10), and discuss the viability of different

scenarios later. Note that we have defined the signs of the κ
and λ power-law indexes so that positive values correspond

to increasing efficiency of ionizing photon production going

to higher redshifts.

In the following, we consider possible evolution first in

ζionfesc (§4.1), and then in Mlim (§4.2). In principle, there

could be simultaneous evolution in both ζionfesc and Mlim,

but the data do not allow us to discriminate between such

mixed scenarios. Furthermore, we will show that the strong

redshift evolution required in models relying only on rel-

atively bright galaxies is most plausibly accounted for by

evolution in the escape fraction. In §4.3, we consider the

redshift and duration of reionization in different allowed sce-

narios, showing that the redshift of 50% ionized fraction is

consistently at zreion(50%) ∼ 10 among the different models

allowed by the data, but that the duration of reionization,

∆zreion ≡ zreion(100%) − zreion(20%) (where zreion(x) is the

redshift such that QHII(zreion(x)) = x), is on the other hand

sensitive to the contribution of faint galaxies.

4.1 Redshift evolution of ζionfesc

We first focus on the redshift evolution of ζionfesc from z = 4

toward higher redshifts.

Our goal is to determine as a function of Mlim (here

assumed to be independent of z) what values of κ are con-

sistent with both the z ≈ 4 Lyα forest and WMAP-7 Thom-

son optical depth constraints, while also satisfying the mea-

surements of the galaxy UV LF at the bright end. Oper-

ationally, we first determine for a given Mlim what range

of ζionfesc(z = 4) is required to give ṅcom

ion (z = 4) =

3.2+2.2
−1.4 × 10

50
s
−1

cMpc
−3

. The results of this calculation

are shown in the top panel of Figure 7. For Mlim = −10

to −16, the Lyα constraints require ζionfesc(z = 4) to lie

between 2% and 8% (since the luminosity function has al-

ready been measured down to MUV = −16 at z = 4, cases

with brighter Mlim at this redshift are not allowed; Bouwens

et al. 2007). As ζion = 1 for the fiducial spectral model, this

directly quantifies the implied escape fraction. This result is

independent of which LF fit we employ, since at z = 4 the

parameters of our three fits are nearly identical.

In the second step, we determine for each Mlim and

ζionfesc(z = 4) what values of the power-law index κ yield a

Thomson optical depth in the range allowed by WMAP-7.

c� 0000 RAS, MNRAS 000, 000–000
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Figure 10. Same as Figure 6, but with the models from Figure 4
overplotted, for the constant ζionfesc case (top) and modified to
allow for redshift evolution in ζionfesc (bottom). For the models
with redshift evolution in ζionfesc, the luminosity function pa-
rameterization and Mlim are fixed to the values from Figure 4,
ζionfesc(z = 4) is set by the Lyα forest data at z = 4, and we solve
for κ (eq. (14)) such that the Thomson optical depth matches the
central WMAP-7 measurement. In the same order as the legend in
Figure 4, the best-fit values are κ = 2.2, 3.3, 3.0, 1.3, 6.7, 2.1, 3.0.
The model lines are greyed-out at z < 4, since we do not utilize
galaxy luminosity function data at those redshifts.

The resulting range of allowed κ values is shown in the bot-
tom panel of Figure 7, with the different color bands corre-
sponding to our three LF fits. The width of the bands encom-
passes both the 1σ uncertainty of the WMAP-7 Thomson
optical depth measurement and the total (including system-
atic) uncertainty in the z = 4 Lyα forest data. Figure 8
shows the curves of ζionfesc versus z corresponding to al-
lowed values of κ, for representative choices of Mlim. For
each κ solution, Figure 9 shows zreion(20%), zreion(50%),
zreion(90%), and zreion(100%).

Lastly, Figure 10 shows explicit examples of how red-
shift evolution in ζionfesc allows models to simultaneously
satisfy reionization-epoch constraints and the z < 6 Lyα for-
est data. Specifically, we consider the same models as in Fig-
ure 4 (top) and modify them to allow for redshift evolution in
ζionfesc (bottom). For the models with redshift evolution in
ζionfesc, the luminosity function parameterization and Mlim

are fixed to the values from Figure 4, ζionfesc(z = 4) is set by
the Lyα forest data at z = 4, and we solve for κ such that
the Thomson optical depth matches the central WMAP-7
measurement. While the original models without evolution
in ζionfesc overproduce the ionizing emissivity probed by the
Lyα forest at z = 4, the modified models simultaneously sat-

isfy all the constraints. Furthermore, models exist in which
the extrapolation to z = 2 is also in good agreement with
the lower-redshift Lyα forest data.

At the 1σ level, only the MAX model with very faint
Mlim � −11 can accommodate no redshift evolution in
ζionfesc. However, these scenarios are disfavored by exter-
nal constraints on the duration of reionization from the ki-
netic Sunyaev-Zeldovich effect (Zahn et al. 2011), which in
combination with the WMAP-7 optical depth constrains the
timing of its beginning and end. For the most conservative
case of arbitrary correlations between the thermal Sunyaev-
Zeldovich (tSZ) effect and the cosmic infrared background
(CIB), Zahn et al. (2011) find that zreion(20%) < 13.1 at 95%
confidence level (CL), and zreion(99%) > 5.8, also at 95%
CL. In this work, we take these constraints at face value. It
is important to bear in mind, however, that the templates
on which they are based assume that reionization occurs
primarily via star-forming galaxies. Furthermore, the limits
on the kSZ signal rely critically on accurate subtraction of
contaminating point sources. It will thus be important to
confirm these findings with refined analyses.

For the best-fit parameterization of the UV LF (the
FIT model), models with no redshift evolution in ζionfesc are
disfavored even for Mlim = −10. Models that rely only on
brighter galaxies formally satisfy all the present constraints
but only for strong redshift evolution in ζionfesc. For exam-
ple, the case of Mlim = −16 for the FIT parameterization
requires an evolution in ζionfesc by a factor ≈ 20 from z = 4
to z = 9. As we will discuss at greater length in §5, mod-
els that rely too heavily on fainter galaxies may be in ten-
sion with theoretical models that suppress star formation
in early, low-mass systems (e.g., Krumholz & Dekel 2011;
Kuhlen et al. 2012), which are helpful in explaining some
properties of the cosmic star formation history. If star for-
mation is indeed suppressed in those early dwarfs, then the
existing data would imply strong evolution in the escape
fraction.

We also explored constraints on the redshift evolution
ζionfesc from z = 2 to z = 4 by comparing the Lyα forest
data to the galaxy UV luminosity function from Reddy &
Steidel (2009) at z = 2. Over that redshift interval, a wide
range κ ∼ 0 − 4.5 is allowed, almost independent of the
assumed Mlim owing to the relatively shallow faint-end slope
of the luminosity function. In particular, the combination of
the UV luminosity function and Lyα forest data alone do not
require any significant evolution. Note that such evolution
is nonetheless allowed by the data, and in fact suggested
by direct Lyman continuum observations (e.g., Inoue et al.
2006; Siana et al. 2010). Although this is not necessary on
physical grounds, it is interesting that most of the κ values
implied from z = 4 and up (Fig. 7) are also allowed from
z = 2 to z = 4.

4.2 Redshift evolution of Mlim

We now turn to the possibility of redshift evolution in Mlim.
Starting from the same values of ζionfesc(z = 4) for a given
Mlim(z = 4) as in the previous section, we determine what
values of λ can produce agreement between the Lyα forest
constraints at z = 4, and higher-redshift LF and WMAP-7
constraints. The top panel of Figure 11 demonstrates that
substantial evolution is necessary to match the WMAP-7
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Figure 4. Volume fraction filling of HII regions as a function of
redshift for a set of representative models that satisfy the mea-
sured galaxy UV LF and the WMAP-7 Thomson scattering op-
tical depth. LF evolution fits FIT, MIN, and MAX are shown
in blue, cyan, and magenta, respectively. The FID, SOFT, and
HARD spectral hardness models are indicated with solid, dotted,
and dashed lines. The line thickness corresponds to fesc = 5%,
20%, and 50% (from thin to thick).

1500 Å and ionizing photons similarly. Because of this broad
band extinction by dust, fesc is not equal to the fraction of
all ionizing photons produced by stars which are absorbed
in the galaxy. Evaluating the latter would require knowl-
edge of dust extinction, but is not actually required for our
purposes. Similar relative definitions of the escape fraction
are often adopted observationally as well (e.g., Steidel et al.
2001; Shapley et al. 2006; Inoue et al. 2006).

The true escape fraction may well vary with galaxy
mass, age, star formation history, or other properties. Such
dependences are however essentially unknown at this time.
We therefore assume in this work that fesc is a function of
z only, i.e. we use fesc(z) to represent an effective escape
fraction averaged over the galaxy population at redshift z,
suitably weighted by the (unabsorbed) ionizing luminosity.
A time dependence of fesc could thus arise from either a gen-
uine time evolution in the escape fraction of galaxies (e.g.,
owing to an evolution in the star formation rate and its asso-
ciated feedback), or from a redshift evolution in the make up
of the galaxy population, with the escape fraction of galaxies
with certain properties remaining constant. In §4, we quan-
tify the redshift evolution required of fesc required by the
data for different scenarios.

2.5 Range of models allowed by the UV LF and
WMAP-7 constraints alone

In Figure 5 we show the Thomson optical depth, τe, for
different reionization scenarios consistent with the measured
UV luminosity function. The models explored correspond
to varying assumptions for Mlim, ζion, and fesc, which are
further assumed here to be constant with redshift.

Figure 5. Thomson scattering optical depth to the microwave
background versus limiting UV magnitude. The colors represent
our three different galaxy UV LF parameterizations: FIT (blue),
MIN (cyan), and MAX (magenta). The solid line corresponds to
the FID (ζion = 1) Lν -model, and the shaded regions are bounded
by the SOFT (ζion = 0.5) and HARD (ζion = 2) models. The
WMAP-7 τe = 0.088 ± 0.015 (Komatsu et al. 2011) is indicated
with a gray band. The top panel is for fesc = 20%, the bottom
left for fesc = 5% and the bottom right for fesc = 50%. Mlim,
ζion, and fesc are assumed constant in these calculations, and we
used a clumping factor of CHII = 3.

For the best-fit UV LF evolution parameterization
(FIT), fiducial Lν-model (ζion = 1, FID), and fesc = 0.2
(solid blue line in the top panel), we recover the result of
B11 that a very faint limiting magnitude, Mlim � −11, is
required in order to produce an optical depth in agreement
with WMAP-7. However, many other solutions are possible.
For example, the same LF model with a harder spectrum
(upper edge of blue shaded region) is consistent with the
WMAP-7 data for Mlim = −14, and with the MAX LF
model (magenta band) the WMAP-7 τe constraint can ac-
commodate values of Mlim ranging from −11 to as bright as
−16, depending on the spectral hardness. The escape frac-
tion provides yet another degree of freedom. With a constant
fesc of 5% (bottom left panel), most models cannot satisfy
the WMAP-7 constraint. On the other hand, if fesc = 50%
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B11 that a very faint limiting magnitude, Mlim � −11, is
required in order to produce an optical depth in agreement
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Build-up of Galaxies in the First 3 Gyr of Universe

Correcting for dust extinction from new WFC3/IR observations we can derive 
SFR functions at z>=2.  Suggests galaxy growth continues from z~8-10 to 
z~2 (3 billion years after Big Bang).

Similar UV-continuum slope vs. luminosity relationships found for galaxies at 
z~4-7.  The origin of this is likely the mass-metallicity relationship.  This 
suggests that galaxies at high-redshift evolve in a largely self-similar 
manner.     

UV-optical colors show a similar dependence on luminosity as the UV slopes 
-- again suggesting self similarity.

Galaxies at the highest redshift are bluer than galaxies at lower redshift.
Modest variation in the UV and UV-optical colors are seen as a function of a 

galaxy mass.  This provides us with some constraint on how uniform the 
star formation history is for individual galaxies, though this will require 
future work.

The total flux density in ionizing photons is very sensitive to the faint-end 
slope.  The faint-end slopes measured at z>=6 are very steep and may 
steepen towards high redshift.   As a result, galaxies may be capable of 
reionizing the universe. 


