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models with abundance 
matching

• 3 parameters

- choice of halo property (or: 
difference between M*-Mh 
relation for satellites vs 
centrals)

- scatter in galaxy properties at a 
given halo property

- parameter describing halo 
stripping: how much can halos 
be stripped before they fall 
below the mass limit of the 
sample

Reddick et al 2012 (arxiv/1207.2160)



models with abundance 
matching

Reddick et al 2012 (arxiv/1207.2160)

• with these 3 parameters, can 
match clustering, group 
abundance, conditional stellar 
mass function (+stellar mass 
function, which is input) within 
current very tight error bars.

• also (previous studies):

- galaxy-galaxy lensing

- 3-pt statistics

- Tully-Fisher relation



this is the simplest case:
one galaxy parameter 

(stellar mass or L), 
high resolution 

simulations.



• extension to other galaxy properties

• evolution?

• can this be modeled without high 
resolution simulations?

• cosmology dependence?



statistics of the galaxy 
distribution

• two-point correlation 
function + higher order

• conditional luminosity 
function

• central galaxies in 
groups and clusters

• satellite galaxies in 
groups and clusters

• galaxy-galaxy lensing

• galaxy-cluster cross 
correlation

• etc...

can be used to compare 
observed and simulated 

data sets



Joint constraints on M*/M from stellar mass function,
galaxy clustering, and galaxy-galaxy lensing from z=0.2-0.9

Leauthaud et al 2012
using data from COSMOS survey

very good agreement with abundance 
matching --  differences dominated by 

differences in stellar mass functions

this analysis is for 2 sq. degrees!  
will be able to make very precise 

with next generation surveys.



joint constraints 
on HOD/CLF 
and cosmology

• basic idea: clustering and cosmology 
are degenerate with galaxy bias 
(HOD)

• several observables can break that 
degeneracy

• e.g. M/N in clusters, galaxy-galaxy 
lensing

Tinker et al 2012 



Reddick et al  in prep



results from abundance matching agree with
analysis that jointly constrains CLF and 

cosmological parameters using galaxy clustering 
and galaxy-galaxy lensing

Cacciato et al 1207.0503CLF generally ~ 5 parameters per 
mass bins or 10 parameters total



Consistency between studies

constraints from abundance & clustering

mass measurements from lensing/dynamics

galaxy content of clusters
Behroozi, RW, Conroy 2012



would like to use what we learn from this 
approach to infer the evolution of the full 
population of galaxies over all time...



Observed evolution of galaxy stellar masses 
and star formation rates

Behroozi, Wechsler & Conroy 2012
compiling most recent data in the literature
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Behroozi, Wechsler & Conroy 2012  extension of approach in Conroy & Wechsler 2009, with better 
data, more realistic and detailed halo statistics, full accounting for errors and parameter degeneracies.

method: combine observations with halo statistics and growth



Results for best fit model Behroozi, Wechsler & Conroy 2012



Evolution of the galaxy-halo relation from z=8-0

Behroozi, Wechsler & Conroy 2012
see also Conroy & Wechsler 2009, 
Behroozi, Conroy & Wechsler 2010



Star Formation Rates

provides a schematic way to understand many basic features in galaxy formation.
massive galaxies: start forming early, peaked at z ~2-4, then quenched.  halo growth continues 
after galaxy growth. low mass galaxies: extended star formation histories, start later and continue 
longer at a low rate.

Behroozi, Wechsler & Conroy 2012

typical galaxies evolve along 
white lines (halo accretion 
histories). star formation 
threshold at low halo mass; 
quenching at high mass.





basic message:  the cosmological framework of halo growth 
provides the context for a self-consistent model of the star 
formation histories, merging histories, and consequent stellar 
mass growth of galaxies.

currently just constrained to match global statistics,
just average properties.

next steps: model individual histories around this average, model 
additional observables

future data will allow more detailed tests: 
galaxy clustering, galaxy-galaxy lensing, centrals and satellites in 
groups at high redshift.



DES simulation pipeline

basic idea: need to understand in gory detail 
how to go from cosmological parameters to 
observables, so that we can use data to infer 
cosmological parameters.



DES basics

photometric galaxy survey of 300 million galaxies

“Stage III” dark energy experiment 

lensing, galaxy clusters, galaxy clustering/BAO, SN in one survey!

+ lots of additional science!  massive high z galaxies, low mass dwarf galaxies, 
strong lenses, quasars + things we haven’t thought of yet.

starting observations in Dec 2012

baseline: 5000 deg2  g, r, i, z, Y = 24.6, 24.1, 24.4, 23.8, 21.3

overlap with SPT (1200-2000 sq. degrees)

overlap with VISTA J, H, K      VHS, VIKING                                                       
[VHS: 20000 deg2: 21.6, 20.6, 20.0;                                                               
VIKING: 1500 deg2: 22.1, 21.5, 21.2]

deep and wide SN survey, 30 deg2                                                                                                               

JHK from VIDEO: 15 deg2: [24.5, 24.0, 23.5]



DES Simulated Sky Surveys

Want simulations that allow us to do a realistic cosmology analysis for the main DE probes

• cluster abundance and clustering

• galaxy clustering / BAO

• lensing / shear-shear; galaxy-galaxy lensing; cluster mass calibration

• + galaxy, MW science, etc...

Goal is to produce a full simulated sky that reproduces

• observed properties of galaxies

• large-scale structure of galaxies

• realistic impact of shear on galaxies

• as many relevant observational systematics as possible

Want to produce many full DES area and depth sky surveys; need relatively lightweight  
simulations (not most heroic run ever)

• many cosmological models 

• a variety of galaxy models / systematics for a given cosmology

• multiple skies for covariance



Simulation needs for galaxy catalogs

blue:-21
green:-20
red:-18

Busha & Wechsler



basic point:
surveys are magnitude limited
simulations are volume limited



• in contrast to previous discussion, focused on 

• populating large volumes with galaxies

• getting global statistics correct:

• galaxy luminosity functions, color 
distributions

• clustering statistics as a function of 
luminosity and color

• moving towards simulated skies that look like 
ours in detail 
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WL Simulations

DES Mask
Obs. Noise

Final 
Catalog

Make a light cone ADDGALS

• full N-body light cones out to z~6 (M. Becker, M. Busha, B. Erickson, & A. Kravtsov)
• ADDGALS mock galaxy catalogs (Wechsler & Busha, in prep)
• weak lensing shear, magnification, and position shifts (Becker, in prep)
• realistic DES masks (M. Swanson)
• shape noise and sizes including the effects of seeing (J. Dietrich)
• additional observational effects (e.g., blended galaxies, star-galaxy confusion, etc.)

Designed to allow the DES collaboration to test for systematic errors and understand how 
precisely the DES can constrain the properties of Dark Energy.  “Monte Carlos”

DES Simulated Sky Surveys 

RW, Michael Busha, Matt Becker,  Brandon Erickson, Andrey Kravtsov, Gus Evrard,, 
Matthew Becker, Joerg Dietrich, and Molly Swanson



The Blind Cosmology Challenge

Would like to assess the ability of the main DE probes to recover cosmological 
parameters in realistic sky surveys, including realistic systematic errors

“VCC” Visible Cosmology Challenge

• one simulated sky with a known cosmology

• allows code testing with known results  

• this simulation will be updated as galaxy model and knowledge of galaxy population 
improves

“BCC” Blind Cosmology Challenge

• many simulated skies with cosmological parameters that are unknown to collaboration

• design a coordinated analysis among LSS, lensing, cluster working groups, which 
determines the cosmological parameters for this suite of simulated skies.

• will produce 10-20 simulated sky surveys with blind parameters in different 
cosmological models

• additional simulations to test the impact of galaxy prescription, observational 
systematics + additional simulations for covariance ~ 100 surveys.

• this work is starting now on the first simulation, plan to start analysis of first “blind” 
simulation with all working groups this fall.



BCC simulation pipeline

1. Decide on a cosmological model 

2. Initial conditions, run simulation, output light cone, run halo finder, validate 
(Busha, Erickson, Becker)

3. Add galaxies (Busha, Wechsler)

4. Run validation tests (Reddick, Rykoff, Hansen, Busha, Wechsler, others)

5. Calculate shear at all galaxy positions (Becker)

6. Add shapes, lens (magnify & distort) galaxies (Dietrich)

7. Add stars (Santiago) + quasars

8. Determine mask (Swanson), including varying photometric depth & seeing, 
foreground stars

9. Blend galaxies

10. Determine photometric errors, incorporating mask information

11. Misclassify stars and galaxies 

12. Define “spectroscopic” training set for photo-z codes

13. Determine photometric redshifts 

14. Provide a lensed galaxy catalog in the DESDM database with: 

ra, dec, mags, magerrors, photoz’s, p(z), size, ellipticity,  star/galaxy probability, 
seeing

Science working groups do analysis!



BCC simulations

z~0.35

z~0.9

z~2

~3x1010

z~6

1.05 Gpc 1400 ~ 3 x 1010 43 kSU 2.7 TB

2.6 Gpc 2048 ~1 x 1011 125 kSU 8.4 TB

4.0 Gpc 2048 ~ 5 x 1011 115 kSU 8.4 TB

6.0 Gpc 2048 ~1.6 x 1012 115 kSU 8.4 TB

0.3 Gpc 2048 ~ 6 x 108 230 kSU 28 TB

Lbox Np Mp CPU data

650K CPU hours per run
~100K for galaxies, lensing, photozs, etc.



with support from XSEDE Extended Collaborative Support 
Service:
code optimization, implemented workflow on XSEDE 
machines, based on Apache Airavata

shorter total run time, less error prone

currently integrated: 
initial conditions, simulations, lightcones 

paper with Brandon Erickson, Raminderjeet Singh, Gus Evrard,  Matt Becker, 
Michael Busha, Andrey Kravtsov, Suresh Marru, Marlon Pierce, RW



The uncertainty correlation matrix is then defined in the
standard way: rij ¼ hDxiDxji=ðhDx2i ihDx2j iÞ

1=2.
We are not interested in the uncertainty correlations

between the amplitudes of each Gaussian because obviously
neighboring Gaussians will be highly covariant. For this
paper we will not even be interested in the covariances
between overall amplitude at different luminosities of the
luminosity function calculated from the sum of the
Gaussians. However, we will list in tables the covariances
between the luminosity density, the evolution parameters,
and overall measures of the shape, such asM* and ! for the
best-fit Schechter function of each luminosity function. It is
also important to track the covariances among the luminos-
ity densities in all of the bands; because large-scale structure
is an important source of uncertainty, the luminosity den-
sities are highly covariant, and ignoring this covariance
would lead to overconfidence in any fit to the stellar density
in galaxies based on these data (and underconfidence in our
knowledge of the relative luminosity density in different
bands).

Note that the true uncertainties in the luminosity density
may be dominated by the uncertainties in the overall photo-
metric calibration or by the fraction of flux contained within
the Petrosian aperture for the galaxies that contribute to the
luminosity density, while the uncertainties in the level of
evolution recovered may be dominated by possible system-
atic errors in the K-corrections, as well as a systematic
dependence of the fraction of light contained within a
Petrosian magnitude as a function of redshift (due to the
effects of seeing).

We stress that this nonparametric method of fitting the
luminosity function is necessary because a Schechter func-
tion is not a perfect fit to the luminosity function. If we tried
to measure the evolution using a Schechter function model,
we could easily introduce biases in our measurements due to
small deviations of the luminosity function from the
Schechter form. More fundamentally, there is no better set
of data than the SDSS with which to determine the shape of
the luminosity function, so it would be a shame to simply
assume some shape from the beginning (even if it turns out
to be right).

4. RESULTS

We have applied the procedure described in x 3 to the data
described in x 2. Our results are summarized in this section.

4.1. Luminosity Functions

Figures 5 and 6 show the galaxy luminosity function in
the 0.1u, 0.1g, 0.1r, 0.1i, and 0.1z bands, assuming !0 ¼ 0:3 and
!" ¼ 0:7. The thick black line shows our best-fit luminosity
function. The thin black lines show the Gaussians that sum
to form the full luminosity function. The gray region sur-
rounding the thick black line indicates the 1 " uncertainties
in the luminosity function; of course, these uncertainties are
all correlated with one another and are closer to represent-
ing the uncertainties in the overall normalization of the
function than the individual uncertainties at each magni-
tude. The best-fitQ and P evolution parameters are listed in
the figure.

We have taken the thick black lines and their uncertain-
ties and fitted a Schechter function to each curve. The
dotted lines in Figures 5 and 6 represent the best-fit

Schechter functions, which provide a reasonable fit to our
nonparametric results. There are statistically significant
deviations from the Schechter function at the luminous end
in all bands. In addition, there appears to be a significant
dip below the Schechter function about 1 mag less luminous
thanM* in

0.1g, 0.1r, 0.1i, and 0.1z. A large difference between
our findings here and those of Blanton et al. (2001) is that
our low-luminosity slope ! is much flatter; for example, in
the 0.1r band we find ! $ %1:05& 0:01, while Blanton et al.
(2001) found ! $ %1:2& 0:03. The steeper faint-end slope
in the earlier results was due to not accounting for the
evolution of the luminosity function, as we show below.

The luminosity density we list in the figure, expressed as
the absolute magnitude from galaxies in an h%3 Mpc3 on
average, is the result of integrating the Schechter function fit
over all luminosities. The values associated with the
Schechter function are listed in Table 2. We list results for
the (!0 ¼ 1:0, !" ¼ 0:0) and (!0 ¼ 0:3, !" ¼ 0:0) cosmolo-
gies as well. We have found that to an accuracy of about
3%, we can convert the results of one cosmology to those of
another by scaling #* by the inverse ratio of the comoving
volumes at z ¼ 0:1 between the two cosmologies and by
scaling M* by the difference of the distance moduli at
z ¼ 0:1 for the two cosmologies. We therefore recommend
this procedure for readers interested in comparing our
results to those in some other cosmological model.

Table 3 lists some salient quantitative measurements of
the luminosity function in each band, including the evolu-
tion parameters and the luminosity density (expressed in
magnitudes, solar luminosities, and flux at the effective filter
wavelength) for a Mpc3. To obtain the physical expressions
of the luminosity density, we used measurements of the

Fig. 5.—Luminosity function in the 0.1r band. The thick solid line is the
luminosity function fit; the thin solid lines are the individual Gaussians of
which it is composed. The gray region around the luminosity function fit
represents the 1 " uncertainties around the line; naturally, these uncertain-
ties are highly correlated with each other. The dashed line is the Schechter
function fit to the result. The luminosity density, the evolution parameters,
and the parameters of the Schechter function are listed in the figure.

No. 2, 2003 GALAXY LUMINOSITY DENSITY AT z = 0.1 825Luminosity Function Dark Matter Lightcone 2-pt Correlation Function

Assignment 
of Galaxies 
to Particles

The Galaxy Content of SDSS Clusters and Groups 17

Fig. 13.— Top: Median BCG 0.25i-band luminosity, 0.25LBCG,
as a function of richness. Error bars show the statistical uncer-
tainty on the luminosity; the dashed lines show the 68% scatter in
0.25LBCG in each richness bin. The solid line shows the best-fit
power law, 0.25LBCG ∼ M0.3

200
, fit for N200 ≥ 10. The dot–dashed

line shows the best-fitting Vale & Ostriker (2006) model. Bot-

tom: The width of the 68% scatter of 0.25LBCG as a function of
richness. For massive systems this width is ∼ 0.17.

currently physically motivated. Equation 18 also pro-
vides an acceptable fit to our data if we adopt L0 =
4 × 109h−2L", the mean galaxy luminosity in halos of
3.46× 1011h−1M" in the 0.25i-band. This relationship is
shown on the Figure with the dot–dashed line.

The trend of increasing central galaxy luminosity with
cluster richness has been noted in many previous obser-
vational studies (e.g., Sandage & Hardy 1973; Sandage
1976; Hoessel et al. 1980; Schneider et al. 1983). New
large cluster samples with robust mass estimators have
explored the scaling of BCG luminosity with cluster
mass. Using a sample of 93 clusters with both X-ray
and K-band data, Lin & Mohr (2004) found that BCG
light scales with mass as LBCG,K−band ∼ M0.26

200 for clus-
ters with M200 > 3 × 1013h−1M", with significant scat-
ter. Yang et al. (2005), using groups found in the 2dF-
GRS, found that in bJ -band, 〈Lcen〉 ∼ M0.25 for halos of
M > 1013h−1M". Zheng et al. (2007), in their investi-
gation of the luminosity-dependent projected two-point
correlation function of DEEP2 and SDSS, also found
that there is a correlation between halo mass and cen-
tral galaxy luminosity. Using the Vale & Ostriker (2006)
model, they see that L0 = 2.8 × 109h−2L" provides a
reaonable fit for the SDSS r-band (with halo masses up
to 3× 1013h−1M") and L0 = 4.3× 109h−2L" is suitable
for the DEEP2 B-band data (with halo masses up to
4 × 1012h−1M"). Using a different cluster catalog from
the SDSS, Popesso et al. (2007) found LBCG ∼ M0.33

200
for these 217 systems. Our results are in agreement with
these findings within the uncertainties, but the size of
the MaxBCG catalog, its well-understood selection func-
tion and its accurate mass estimator allow us to probe
the BCG luminosity distribution in further detail.

At all richnesses, the distribution of 0.25LBCG is well-
described by a Gaussian. The mean value is dependent
on cluster richness as previously discussed. The width
of the distribution, σlogL, is also a function of cluster
richness. The bottom panel of Figure 13 shows σlogL

as a function of richness, with error bars from jackknife
resampling. There is an overall negative correlation be-
tween σlogL and N200, although for N200

>
∼ 35, σlogL is

roughly consistent with a constant value of ∼ 0.17. This
value is somewhat higher than the σlogL ∼ 0.12 found
by Zheng et al. (2007), but is consistent within the un-
certainties. Our measurements are made as a function
of cluster richness, and scatter in the mass–observable
relation causes clusters over some range of masses to be
assigned to each richness. Since 0.25LBCG depends on
cluster mass, this scatter may result in larger observed
σlogL values than in the intrinsic distribution of BCGs as
a function of cluster mass. However, mass mixing acts
only to increase the observed value, so our measurements
represent at least a secure upper limit on the scatter in
the 0.25LBCG–M200 relationship. Future work with simu-
lations is required to fully disentagle the intrinsic scatter
from that introduced by the mass proxy.

The MaxBCG cluster finder includes priors on BCG
color and luminosity (see § 2.2), and so we consider
whether the resulting BCG luminosity distribution is be-
ing artificially constrained by these priors. In most cases,
where BCG identification is unambiguous, only the nar-
row color priors inform BCG selection, so we do not ex-
pect a significant effect from the magnitude prior. De-
tailed examination of the effect of these priors on the
selection function of MaxBCG is underway, but prelim-
inary results indicate that the incidence of rich clusters
with ambiguous BCGs is <

∼ 25%, and does not have a
significant effect on the scatter of rich systems. Here,
we see that the width of the distribution of identified
BCG i-band absolute magnitudes is ∼ 0.5mag wider than
the (mostly uninformative) magnitude prior, and that all
BCGs are easily brighter than the nominal 0.4L∗ limit.
Thus, we take the recovered distributions as representa-
tive of the cluster population, but reserve a more detailed
investigation for future work.

In addition to examining the correlation between BCG
luminosity and cluster mass, we also measure the trend
with mass of the ratios of BCG luminosity to the to-
tal cluster luminosity, L200, and BCG luminosity to the
characteristic luminosity, 0.25L∗(sat), of the satellites.
The top panel of Figure 14 shows 0.25LBCG/L200 as a
function of cluster richness. As expected from the exam-
ple LFs of Figure 5, 0.25LBCG/L200 decreases with clus-
ter richness. For the most massive clusters (1015h−1M"),
the BCGs supply only ∼ 5% of the cluster luminosity
budget, but for intermediate 1014h−1M" systems the
BCG makes up ∼ 20% of the light. For the lowest rich-
nesses the luminosity is completely dominated by the
BCG.

Fitting a simple power law, we find that for clusters
with N200 ≥ 10, the BCG light fraction scales with clus-
ter richness as

0.25LBCG

0.25L200
= (1.58 ± 0.06)N−(0.67±0.01)

200 (19)

List of r-band 
Galaxy 

Magnitudes

Distribution of 
dark matter 

particles

P(m|Mr): 
a relation between 

galaxy magnitudes and 
dark matter density

BCG-halo 
relation

Deep X-ray imaging with Chandra and XMM will help
settle the issue of whether this toy model is too extreme.
For now, we note that the good agreement between the
RDCS and the economical !CDM model predictions
may signal that the ICM undergoes relatively simple evo-
lution dominated by gravitational shock heating after an
initial, early epoch of preheating (Evrard & Henry 1991;
Kaiser 1991; Bower 1997; Cavaliere, Menzi, & Tozzi
1999; Balogh, Babul, & Patton 1999; Llyod-Davies,
Ponman, & Cannon 2000; Bower et al. 2001; Bialek,
Evrard, & Mohr 2001; Tozzi & Norman 2001). The pre-
heated cluster simulations of Bialek et al. (2001) produce
low-redshift scaling relations for X-ray luminosity, iso-
photal size, and ICM mass versus temperature that
simultaneously match local observations and exhibit little
evolution in the LX-T relation to z ! 1.

5.2. Mass-selected Samples

Interferometric SZ surveys have been proposed that
would survey !10 deg2 of sky per year with sufficient sensi-
tivity to detect all clusters above a total mass limit!1014 h"1

M#, nearly independent of redshift (Holder et al. 2000;
Kneissl et al. 2001). The mass limit assumes that the ICM
mass fraction does not depend strongly on cluster mass or
redshift, an assumption supported by simulations. Bialek et
al. (2001) find that the ICM gas fraction within D ¼ 200
remains a fair representation of the baryon-to-total cosmic
ratio: fICM ¼ ð0:92& 0:04Þ"b="m above rest-frame temper-
ature kT ¼ 4 keV. We investigate expectations for SZ sur-
veys assuming that they will be sensitive to a limiting total
mass that is independent of redshift.

Maps of mass-limited cluster samples in SDSS-like survey
slices were presented in Figure 6 for the default values of !8.
To illustrate the effect of !8 variation, we plot clusters in the
same spatial regions again in Figure 14, after applying an
effective fractional variation in !8 of 10% ("CDM) and
"10% (!CDM). Although equation (13) suggests a simple
shift in mass threshold to mimic a change in !8, the mass
dependence of #0(M) (Fig. 11) introduces cumbersome non-
linearity into the shift. We adopt instead an equivalent pro-

cedure that adjusts both masses M and number densities
n(M) in the HV cluster catalogs by amounts

M 0 ¼ elM;

nðM 0Þd lnM 0 ¼ e"lnðMÞd lnM ; ð17Þ

with

l ¼ ln 1þ D!8=!8ð Þ
#effh i

ð18Þ

and h#effi ¼ 0:25. Tests of these transformations using the
JMF verify their accuracy to better than 10% in number for
masses 1013.7–1015.3 h"1 M# and variations of power spec-
trum normalization within the 90% confidence region
jD!8=!8j ) 0:16. The practical value of these simple trans-
formations is in allowing the discrete simulation output to
represent a family of models covering a range of normaliza-
tions !8.

When compared to Figure 6, the intermediate-redshift
cluster populations of the two cosmologies shown in Figure
14 appear much more similar. Unlike Figure 6, the overall
counts above 1014 h"1M# in the 3* slice are now nearly iden-
tical—1696 for "CDM compared to 1843 for !CDM. How-
ever, their redshift distributions remain different; the
"CDM clusters stay concentrated at lower redshifts, while
the !CDM clusters are more broadly distributed (Oukbir &
Blanchard 1992).

Figures 6 and 14 imply that a redshift statistic, such as the
sample median, will be superior to counts as a means to con-
strain cosmology. Motivated by the aforementioned
planned SZ surveys, we perform a specific investigation of
expectations for a random 10 deg2 survey complete above a
mass limit M200 ¼ 1014 h"1 M#. We sample clusters in 3000
randomly located, square fields of 10 deg2 area, divided
equally between the PO and NO surveys and chosen to
avoid survey boundaries. We use the transformations in
equation (17) to define the cluster population at values of !8
different from the default. To drive the models in directions
that minimize their differences, we increase !8 in the "CDM
model and decrease it in the!CDM case.

Fig. 14.—Clusters expected in the same 90* + 3* slices shown in Fig. 6, but shown here after application of effective biases in !8 of 10% ("CDM) and"10%
(!CDM). [See the electronic edition of the Journal for a color version of this figure.]
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