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Lecture outline

Lecture 1: Why Sunrise? What does it do? 
Example science. How to use the outputs? 
Projects?
Lecture 2: Sunrise work flow. Parameters, 
convergence, other subtleties.
Lecture 3: Radiation transfer theory. Monte 
Carlo. Polychromatic MC.
Lecture 4: Dust emission, dust self-
absorption. Sunrise on GPUs. Sunrise science.
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Dust models

Models of dust try to match observations 
with a physical description of the grains
Typically composed of

Silicate grains (amorphous SiO2)
Carbonaceous grains (graphite)
Polycyclic aromatic hydrocarbons (PAHs)

with a distribution of sizes
Cross sections calculated from material 
constants and geometry (spheres)
See review by Draine (2003)
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For large grains (many hundreds of Å) 
emission can be calculated as a modified 
blackbody

But very small grains have such low heat 
capacity they are heated by single-photon 
absorptions

fluctuate in temperature
thermal equilibrium not a good approx.

Dust emission

emission, along with results from an application of the code to
hydrodynamic simulations of spiral galaxies, in Jonsson et al. (in
press). SUNRISE is free software and the source code, including the
CUDA implementation used here, is available on the SUNRISE home
page.1 The calculation of the dust emission spectra, detailed in, e.g.
Misselt et al. (2001), is reviewed here to set the stage for implement-
ing this calculation in CUDA.

In the simplest calculation of emission from dust grains, each
grain is simply assumed to emit like a modified blackbody, the
temperature of which can be found by equating the emitted lumi-
nosity with the luminosity Lh heating the grain (normally assumed
to result from absorption of shorter-wavelength radiation, but in
principle from any source, for example heating by high-energy
electrons). This leads to the equation

Lh ¼
Z
raðkÞBðk; TeÞdk ¼ 2hc2

Z raðkÞ
ðehc=ðkkTeÞ $ 1Þk5

dk; ð1Þ

which needs to be solved numerically to find the equilibrium tem-
perature Te. In this formula, raðkÞ is the (wavelength-dependent)
absorption cross-section of the dust grain, Bðk; TÞ is the blackbody
function, and c; h, and k are the speed of light and the constants
of Planck and Boltzmann. Once the equilibrium temperature is
known, the dust emission spectrum Lk;e can be calculated as

Lk;eðkÞ ¼ raðkÞBðk; TeÞ: ð2Þ

Because a solution to Eq. (1) is necessary for a number of dust
grains of different sizes and compositions in a number of different
grid cells with different intensities of the heating radiation, Eq. (1)
needs to be solved on the order of hundreds of millions of times to
calculate the dust emission in one of the simulation snapshots to
which SUNRISE is typically applied. To show this more explicitly,
the subscripts s and c are used to indicate that the quantities de-
pend on the dust grain species (size and composition) and grid cell,
respectively. The calculations necessary can then be summarized
by the following equations:

Lh;c;s ¼
Z

IcðkÞra;sðkÞdk; ð3Þ

Lh;c;s ¼ 2hc2
Z ra;sðkÞ

ðehc=ðkkTe;c;sÞ $ 1Þk5
dk; ð4Þ

Lk;e;c;sðkÞ ¼ ra;sðkÞBðk; Te;c;sÞ: ð5Þ

The need for a numerical solution to Eq. (4), using on the order
of 1000 wavelength bins, and the fact that a global iterative proce-
dure is necessary to find the equilibrium distribution of radiative
intensities in cases where the dust is optically thick to its own radi-
ation (see Jonsson et al., in press), means that calculating the dust
emission involves the evaluation of at least 1011—1012 exponen-
tials. Evaluating an exponential is one of the most computationally
costly mathematical operations to perform on a modern CPU, and
this explains the large computational cost of the calculation. In-
deed, in a typical SUNRISE run, the time for the dust emission calcu-
lation outweighs the time for the transfer of radiation by a large
factor. (For the case used to produce the results in Section 5, the
temperature calculation takes %90% of the total time, and this gen-
erally increases further for cases with more complicated geometry
and higher optical depth.) Since operations with high floating-
point intensity are good candidates for porting to a GPU due to
their large advantage in raw floating-point power, this indicates
that performing the calculation on the GPU has a large potential
speedup.

The seasoned computationist will at this point argue that this
reasoning may be correct but ultimately irrelevant, as the sensible
way of calculating Te many times is by setting up a lookup table of

Te;sðLh;sÞ, thus bypassing the numerical solution of Eq. (4). This is
true (and is how the calculation is actually performed in SUNRISE),
but proceeding with the GPU implementation is useful, for several
reasons. First, as will be shown below, the exact calculation of LeðkÞ
performed on the GPU is actually faster than a temperature table
interpolation implemented on the CPU, a remarkable fact in itself.
Second, the implementation of the calculation of equilibrium tem-
perature emission serves as a useful warm-up for implementing
the calculation of grains with fluctuating temperatures (as outlined
in, e.g. Guhathakurta and Draine, 1989), which is even more com-
putationally intensive.

3. The CUDA programming model

The CUDA programming model consists of functions, called ker-
nels, that are meant to execute on the GPU. When the host CPU
starts a kernel, it is executed simultaneously for a large number
of threads. These threads are divided into blocks, where threads
in the same block can communicate through a comparatively small
amount of shared, high-speed memory. On the current generation
of hardware (CUDA compute model 1.3), a block can consist of up
to 1024 threads. Threads in different blocks cannot communicate
and are completely independent.

The actual hardware consists of an array of execution units
called Streaming Multiprocessors. Each multiprocessor executes
one (or several) thread blocks concurrently. The set of threads that
executes simultaneously, called a warp, on current hardware is 32.
Within a warp, the threads execute one common instruction at a
time, but with individual data. Out of the currently executing
threads, the hardware schedules warps with zero overhead, so
warps that are unable to execute because they are waiting for loads
from the (uncached) global memory will yield the hardware to
other warps that are ready to execute.

The performance concerns for writing GPU programs are enu-
merated in the CUDA ‘‘Best Practices Guide” (NVIDIA Corporation,
2009a). Two of the most important concerns of an efficient GPU
algorithm are: first, minimizing access to the (uncached) global
memory by staging data in the fast shared memory to avoid unnec-
essary loads and making sure loads are coalesced. For a coalesced
load, all threads in the two halves of a warp perform their loads
in one memory transaction (unlike uncoalesced loads which re-
quire several – up to 16 – memory transactions and can thus take
up to 16 times longer). The criteria for coalesced loads vary be-
tween device generations, and the C1060 hardware used here
can coalesce all loads where threads access memory within the
same 128-byte segment (for loads of 4-byte data). Because of the
large potential performance impact of uncoalesced loads, care
has to be taken when designing the memory access pattern of
the kernels.

The second important concern is the hiding of the global mem-
ory latency by maintaining high concurrency (NVIDIA Corporation,
2009b). If the number of concurrent warps executing is high en-
ough, warps waiting for global memory can always be substituted
for others that are ready to execute. The number of blocks that can
execute concurrently on a multiprocessor is determined by the
number of processor registers and the amount of shared memory
used by the kernel, so minimizing use of these resources is impor-
tant for maintaining high concurrency.

4. The CUDA temperature calculation

With the above background, it is now clear that the dust tem-
perature calculation is well suited for a GPU implementation. The
calculation consists of millions of identical, independent
evaluations of Eqs. (3)–(5). Each CUDA thread will calculate the1 The SUNRISE home page is http://sunrise.familjenjonsson.org.

510 P. Jonsson, J.R. Primack /New Astronomy 15 (2010) 509–514
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Very small grain emission

23 Jul 2003 20:26 AR AR194-AA41-07.tex AR194-AA41-07.sgm LaTeX2e(2002/01/18) P1: IKH

INTERSTELLAR DUST GRAINS 273

in general agreement with the scattering expected for this grain model (Draine,

2003b).

9. INFRARED EMISSION

Heating of interstellar dust grains is primarily by absorption of starlight (collisional

heating dominates only in dense regions in dark clouds—where the starlight in-

tensity has been severely attenuated—or in dense, hot, shocked gas). Because the

heating by starlight photons is quantized and stochastic, the temperature of a dust

grain is time dependent. Figure 13 shows the temperature histories of four dust

grains heated by the average starlight background and cooled by emission of in-

frared photons over a time span of approximately 1 day. It is apparent that for

grains heated by the average starlight background, grains with radii a � 200 Å

can be approximated as having a steady temperature. Grains with radii a � 50 Å,

however, undergo very large temperature excursions, and the notion of “average

temperature” is not applicable. Most of the infrared power radiated by such small

grains occurs during brief intervals following photon arrivals, when the grain tem-

perature is close to the peak.
In order to calculate the time-averaged emission spectrum for such small grains,

one must calculate the energy distribution function dP/dE for grains of a particular

Figure 13 A day in the life of four carbonaceous grains, heated by the local

interstellar radiation field. τabs is the mean time between photon absorptions

(Draine & Li 2001).
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Emission is broader than if
thermal equilibrium is assumed

grains are both 
hotter and colder 
than one might 

guess

BUT much harder to calculate
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PAH emission

For each grain composition and radius a, we use a detailed
model for the heat capacity (Draine & Li 2001) to calculate
the function Ē(T ), the expectation value for the vibrational en-
ergy of the grain when in equilibrium with a heat reservoir at
temperature T. For a grain with vibrational energy E, the grain
‘‘temperature’’ T (E ) is taken to be the temperature at which the
expectation value for the vibrational energywould beE : Ē(T )¼ E;
we use this temperature estimate for all values of the vibrational
energy E, in this respect departing from Draine & Li (2001), who
used a different estimate for the temperaturewhen dealingwith the
first 20 vibrational excited states. This does not appreciably affect
the emission spectrum since almost all of the absorbed photon en-
ergy is reradiated while the grain is at high temperatures.
For each grain composition, radius a, and radiation intensity

scale factorU, we determine the probability distribution function
dP/dT , where dP is the probability of finding the grain with tem-
perature in ½T ; T þ dT $. For large grains, dP/dT is approximated
by a delta function dP/dT % !(T & Tss), where the ‘‘steady state’’
temperature Tss(a) is the temperature at which the radiated power
is equal to the time-averaged heating rate for a grain of radius a.
For small grains, we find the steady state solution dP/dT for grains
subject to stochastic heating by photon absorption and cooling by
emission of infrared photons, using the ‘‘thermal-discrete’’ ap-
proximation (Draine & Li 2001), where the downward transition
probabilities for a grain with vibrational energy E are estimated
using a thermal approximation. For each grain size a and radiation
intensityU, we divide the energy range ½Emin; Emax$ into 500 bins.
Emin and Emax are found iteratively, with the requirement that the
probability of the grain being outside the range ½Emin; Emax$ be
negligible.
Figure 4 shows dP/d ln T for PAH+/graphite grains for se-

lected grain sizes, for U ¼ 1 and 104. In Figure 4a one sees that

small grains undergo extreme temperature excursions (the a ¼
3:558 PAH occasionally reaches T > 2000 K), whereas larger
grains (e.g., a ¼ 300 8) have temperature distribution functions
that are very strongly peaked, corresponding to only small excur-
sions around a steady state temperature Tss (the temperature for
which the rate of radiative cooling would equal the time-averaged
rate of energy absorption).
Figure 4b shows dP/d ln T for U ¼ 104. It is apparent that

when the rate of starlight heating is increased, the steady state
temperature approximation becomes valid for smaller grains.
For example, for U ¼ 104 one could approximate an a ¼ 50 8
grain as having a steady temperature Tss % 150 K, whereas for
U ¼ 1 the temperature excursions are very important for this
grain. The radius belowwhich single-photon heating is important,
and above which the grain temperature can be approximated as
being constant, is the size for which the time between photon ab-
sorptions becomes equal to the radiative cooling time (Draine &
Li 2001), or (equivalently) it is the size for which the thermal
energy content of the grain when at Tss is equal to the energy of
the most energetic photons heating the grain.

4. SINGLE-GRAIN EMISSION SPECTRA

From the probability distributions dP/dT , we calculate the
time-averaged emission spectra for individual particles,

pk ¼
Z

4"Cabs(k)Bk(T )
dP

dT
dT ; ð9Þ

Bk Tð Þ ) 2hc 2k&5 exp hc=kkTð Þ & 1½ $&1: ð10Þ

Figure 5 shows the 3Y30 #m emission from PAH ions and PAH
neutrals heated by U ¼ 1 starlight, with spectra shown for a

Fig. 3.—Absorption cross section per C atom for neutral and ionized PAHs (left) and ionized carbonaceous grains (right), with properties of PAHs for 6 8 <a < 50 8 and properties of graphite spheres for ak100 8. See x 2 for details.

INFRARED EMISSION FROM INTERSTELLAR DUST. IV. 815
No. 2, 2007

Draine & Li (2007)

A series of narrow features 
between 5-20 μm

currently only 
modeled as a 

fixed fingerprint 
in Sunrise
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Dust self-absorption
Would be straightforward if dust was only 
heated by starlight

but it’s not – dust absorbs its own 
emission
need to iterate:
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calculate thermalequilibrium T
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Dust self-absorption: step 1
Calculate the equilibrium temperature of the 
dust grains

heating by absorption
of radiation

balances

cooling by emission

of radiation

Thursday, August 12, 2010
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Dust self-absorption: step 2

Calculate how much dust emission in the 
cells contributes to radiation intensity in the 
other cells

This is like a normal Monte Carlo pass,
only sources aren’t stars but the dust

- and now go back and recalculate temperatures

Thursday, August 12, 2010



Patrik Jonsson – HIPACC Summer School 2010

The temperature calculation we just talked 
about can be viewed as a conversion from 
intensity to luminosity

And the transfer of radiation as a conversion 
from luminosity to intensity

More on dust self-absorption

Actually, it’s a bit more complicated...
Let’s look at this in more detail:

Panchromatic spectral models of galaxies 23

part of the source SED during the iteration to convergence becomes

negative but the method still converges to an equilibrium.

Formally, the algorithm can be described as follows. Define I !
i,λ

as the radiative intensity at wavelength λ in cell i due to stellar

emission. This quantity is fixed. Similarly, I k
i,λ is the intensity from

dust emission after iteration k. The emission from dust is described

by a function B that converts radiation intensity into an emission

spectrum, such that

Lλ = Bλ (Iλ′ ) . (3)

The radiative coupling between cells can be expressed as a matrix

T ij,λ describing the contribution to the radiation intensity in cell i

due to dust emission from cell j, such that the intensity in cell i is

Ii,λ =
∑

j

Lj,λTij,λ. (4)

Because the cross-sections of the dust grains are independent of

temperature, T ij,λ is constant (for a given wavelength). (In this

picture, the Monte Carlo method is just a way of evaluating the

elements of this matrix. In principle, one could evaluate the elements

of this matrix once and then invert it to solve for the equilibrium

state. In practice, this is not possible as the number of elements is

the square of the number of grid cells, ∼1012 in the simulations

used here.)
In the simplest calculation, this equation would be iterated to

convergence, i.e.

I k+1
i,λ =

∑

j

Lk
j,λTij,λ, (5)

which, as mentioned earlier, has the undesirable property that the

entire intensity estimate is recalculated for each iteration. Because

the Monte Carlo estimate of T ij,λ in each iteration is subject to

independent random error, the iteration will not converge.

By subtracting two successive iterations from each other, we get

I k+1
i,λ = I k

i,λ +
∑

j

(
Lk

j,λ − Lk−1
j,λ

)
Tij,λ. (6)

This shows that the update to the intensity estimate in each cell

comes from transferring an emission distribution consisting of the

difference in luminosity between the two previous iterations. Unlike

the iteration in equation (5), each progressive iteration here retains

a memory of the previous evaluations of Tij, effectively averaging

the Monte Carlo variance over the iterations such that the iteration

must converge.
In very optically thick situations, a significant fraction of the

emission in a cell will be absorbed inside the cell itself. Effectively,

this will result in a Tij with very large diagonal elements leading to

slow convergence. There are methods to accelerate the convergence

(Juvela 2005), but these are not needed in the situations presented

here.
The iteration is terminated when all cells pass the convergence

criterion requiring that

I k
i,λ/I

!
i,λ < tolr = 10−2 (7)

and that
∑

λ I k
i,λσλ∑

j,λ Lj,λ$λ
< tola = 10−6 (8)

for all grid cells. Essentially, the first criterion tests whether the

contribution from dust emission is negligible compared to heating

from starlight and the second criterion, important in regions that

receive little starlight, tests whether the dust emission from iteration

k of cell i is negligible compared to the total dust emission. In

the simulations used here, convergence is obtained with only two

iterations.

2.5 Galaxy simulations

The galaxy simulations used in this work have been described in

detail in earlier papers (Cox 2004; Jonsson 2004; Cox et al. 2006,

2008; Jonsson et al. 2006; Lotz et al. 2008; Rocha et al. 2008), but

a brief overview will be given here for context.

The simulations are of seven different spiral galaxy models run

with the GADGET SPH code, including star formation and feedback

(Springel, Yoshida & White 2001; Springel 2005). The simulations

also include mergers of galaxies, where two of the models are placed

on approaching orbits, but in this paper only isolated galaxies are

considered. In the simulations, gas is represented by Lagrangian

particles. As stars form, gas is transformed into collisionless matter.

This is implemented in a stochastic sense (Springel & Hernquist

2003); each gas particle will spawn a number of stellar particles,

with a probability based on the SFR of the particle. These ‘new

star’ particles have masses of ∼104 – 106 M$, depending on the

mass of the simulated galaxy, and can be thought of as a cluster of

coeval stars. However, it is important to not take this analogy too

far. The star particles describe a discretized conversion of gas into

stars, but the presence of a young star particle in a region should

not be literally interpreted as if 106 M$ of young stars just formed

at that location.
At low SFRs, where only a few of these particles are present at

any given time, this discretization becomes particularly severe and

it is possible to see large fluctuations in the stellar light. This will

be discussed in detail in Section 4.
For the simulations to be stable, a model for supernova feed-

back is a necessary ingredient, and many different approaches to

modelling it exist. The supernova feedback model in the simula-

tions (extensively analysed in Cox et al. 2006) works by artificially

pressurizing star-forming regions, in effect setting their equation of

state.
A simple scheme for metal enrichment, where the metals pro-

duced by supernovae are instantaneously recycled into the gas of

the particle, is used. In effect, each particle is a ‘closed box model’

that does not exchange metals with its neighbours. While simple,

this method has several drawbacks. For one, if the entire gas parti-

cle is consumed by star formation, all metals (and hence all dust)

are removed from the gas phase. Also, late gas recycling by, for

example, asymptotic giant branch (AGB) stars, which deposit gas

far away from the cloud in which they were born, is not included.

Codes with better treatment of metal production and gas recycling

from stars exist (e.g. Scannapieco et al. 2005; Stinson et al. 2006),

and using such simulations would improve the accuracy of the

radiation-transfer calculation.
The seven galaxy models are isolated galaxies, where the galaxies

are evolved in isolation for 1 Gyr and snapshots saved every 50 Myr

to study how the galaxies evolve. The galaxies have been modelled

after observed properties of local spiral galaxies and span roughly

two orders of magnitude in stellar mass. They contain a disc of

gas and stars, a stellar bulge and a dark matter halo. The properties

of the models are summarized in Table 1. There are two series of

models: the ‘Sbc’-type models are modelled after local late-type

spirals, while the ‘G’-series cover a wider range in mass and are

modelled on median properties from the Sloan Digital Sky Survey

(SDSS). The metallicity and age distribution of stars and gas in the

C© 2010 The Authors. Journal compilation C© 2010 RAS, MNRAS 403, 17–44
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part of the source SED during the iteration to convergence becomes
negative but the method still converges to an equilibrium.

Formally, the algorithm can be described as follows. Define I !
i,λ

as the radiative intensity at wavelength λ in cell i due to stellar
emission. This quantity is fixed. Similarly, I k

i,λ is the intensity from
dust emission after iteration k. The emission from dust is described
by a function B that converts radiation intensity into an emission
spectrum, such that

Lλ = Bλ (Iλ′ ) . (3)

The radiative coupling between cells can be expressed as a matrix
T ij,λ describing the contribution to the radiation intensity in cell i
due to dust emission from cell j, such that the intensity in cell i is

Ii,λ =
∑

j

Lj,λTij,λ. (4)

Because the cross-sections of the dust grains are independent of
temperature, T ij,λ is constant (for a given wavelength). (In this
picture, the Monte Carlo method is just a way of evaluating the
elements of this matrix. In principle, one could evaluate the elements
of this matrix once and then invert it to solve for the equilibrium
state. In practice, this is not possible as the number of elements is
the square of the number of grid cells, ∼1012 in the simulations
used here.)

In the simplest calculation, this equation would be iterated to
convergence, i.e.

I k+1
i,λ =

∑

j

Lk
j,λTij,λ, (5)

which, as mentioned earlier, has the undesirable property that the
entire intensity estimate is recalculated for each iteration. Because
the Monte Carlo estimate of T ij,λ in each iteration is subject to
independent random error, the iteration will not converge.

By subtracting two successive iterations from each other, we get

I k+1
i,λ = I k

i,λ +
∑

j

(
Lk

j,λ − Lk−1
j,λ

)
Tij,λ. (6)

This shows that the update to the intensity estimate in each cell
comes from transferring an emission distribution consisting of the
difference in luminosity between the two previous iterations. Unlike
the iteration in equation (5), each progressive iteration here retains
a memory of the previous evaluations of Tij, effectively averaging
the Monte Carlo variance over the iterations such that the iteration
must converge.

In very optically thick situations, a significant fraction of the
emission in a cell will be absorbed inside the cell itself. Effectively,
this will result in a Tij with very large diagonal elements leading to
slow convergence. There are methods to accelerate the convergence
(Juvela 2005), but these are not needed in the situations presented
here.

The iteration is terminated when all cells pass the convergence
criterion requiring that

I k
i,λ/I

!
i,λ < tolr = 10−2 (7)

and that
∑

λ I k
i,λσλ∑

j,λ Lj,λ$λ
< tola = 10−6 (8)

for all grid cells. Essentially, the first criterion tests whether the
contribution from dust emission is negligible compared to heating
from starlight and the second criterion, important in regions that
receive little starlight, tests whether the dust emission from iteration

k of cell i is negligible compared to the total dust emission. In
the simulations used here, convergence is obtained with only two
iterations.

2.5 Galaxy simulations

The galaxy simulations used in this work have been described in
detail in earlier papers (Cox 2004; Jonsson 2004; Cox et al. 2006,
2008; Jonsson et al. 2006; Lotz et al. 2008; Rocha et al. 2008), but
a brief overview will be given here for context.

The simulations are of seven different spiral galaxy models run
with the GADGET SPH code, including star formation and feedback
(Springel, Yoshida & White 2001; Springel 2005). The simulations
also include mergers of galaxies, where two of the models are placed
on approaching orbits, but in this paper only isolated galaxies are
considered. In the simulations, gas is represented by Lagrangian
particles. As stars form, gas is transformed into collisionless matter.
This is implemented in a stochastic sense (Springel & Hernquist
2003); each gas particle will spawn a number of stellar particles,
with a probability based on the SFR of the particle. These ‘new
star’ particles have masses of ∼104 – 106 M$, depending on the
mass of the simulated galaxy, and can be thought of as a cluster of
coeval stars. However, it is important to not take this analogy too
far. The star particles describe a discretized conversion of gas into
stars, but the presence of a young star particle in a region should
not be literally interpreted as if 106 M$ of young stars just formed
at that location.

At low SFRs, where only a few of these particles are present at
any given time, this discretization becomes particularly severe and
it is possible to see large fluctuations in the stellar light. This will
be discussed in detail in Section 4.

For the simulations to be stable, a model for supernova feed-
back is a necessary ingredient, and many different approaches to
modelling it exist. The supernova feedback model in the simula-
tions (extensively analysed in Cox et al. 2006) works by artificially
pressurizing star-forming regions, in effect setting their equation of
state.

A simple scheme for metal enrichment, where the metals pro-
duced by supernovae are instantaneously recycled into the gas of
the particle, is used. In effect, each particle is a ‘closed box model’
that does not exchange metals with its neighbours. While simple,
this method has several drawbacks. For one, if the entire gas parti-
cle is consumed by star formation, all metals (and hence all dust)
are removed from the gas phase. Also, late gas recycling by, for
example, asymptotic giant branch (AGB) stars, which deposit gas
far away from the cloud in which they were born, is not included.
Codes with better treatment of metal production and gas recycling
from stars exist (e.g. Scannapieco et al. 2005; Stinson et al. 2006),
and using such simulations would improve the accuracy of the
radiation-transfer calculation.

The seven galaxy models are isolated galaxies, where the galaxies
are evolved in isolation for 1 Gyr and snapshots saved every 50 Myr
to study how the galaxies evolve. The galaxies have been modelled
after observed properties of local spiral galaxies and span roughly
two orders of magnitude in stellar mass. They contain a disc of
gas and stars, a stellar bulge and a dark matter halo. The properties
of the models are summarized in Table 1. There are two series of
models: the ‘Sbc’-type models are modelled after local late-type
spirals, while the ‘G’-series cover a wider range in mass and are
modelled on median properties from the Sloan Digital Sky Survey
(SDSS). The metallicity and age distribution of stars and gas in the

C© 2010 The Authors. Journal compilation C© 2010 RAS, MNRAS 403, 17–44

T is known as the
“lambda operator”
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Problem: we are recomputing the solution 
from the start each time
Elements of T are subject to MC noise

The resulting intensities will always 
change within the MC error

Will never “converge”, unless we use very 
many rays...
Difficult to judge when solution is 
stationary

More on dust self-absorption
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part of the source SED during the iteration to convergence becomes
negative but the method still converges to an equilibrium.

Formally, the algorithm can be described as follows. Define I !
i,λ

as the radiative intensity at wavelength λ in cell i due to stellar
emission. This quantity is fixed. Similarly, I k

i,λ is the intensity from
dust emission after iteration k. The emission from dust is described
by a function B that converts radiation intensity into an emission
spectrum, such that

Lλ = Bλ (Iλ′ ) . (3)

The radiative coupling between cells can be expressed as a matrix
T ij,λ describing the contribution to the radiation intensity in cell i
due to dust emission from cell j, such that the intensity in cell i is

Ii,λ =
∑

j

Lj,λTij,λ. (4)

Because the cross-sections of the dust grains are independent of
temperature, T ij,λ is constant (for a given wavelength). (In this
picture, the Monte Carlo method is just a way of evaluating the
elements of this matrix. In principle, one could evaluate the elements
of this matrix once and then invert it to solve for the equilibrium
state. In practice, this is not possible as the number of elements is
the square of the number of grid cells, ∼1012 in the simulations
used here.)

In the simplest calculation, this equation would be iterated to
convergence, i.e.

I k+1
i,λ =

∑

j

Lk
j,λTij,λ, (5)

which, as mentioned earlier, has the undesirable property that the
entire intensity estimate is recalculated for each iteration. Because
the Monte Carlo estimate of T ij,λ in each iteration is subject to
independent random error, the iteration will not converge.

By subtracting two successive iterations from each other, we get

I k+1
i,λ = I k

i,λ +
∑

j

(
Lk

j,λ − Lk−1
j,λ

)
Tij,λ. (6)

This shows that the update to the intensity estimate in each cell
comes from transferring an emission distribution consisting of the
difference in luminosity between the two previous iterations. Unlike
the iteration in equation (5), each progressive iteration here retains
a memory of the previous evaluations of Tij, effectively averaging
the Monte Carlo variance over the iterations such that the iteration
must converge.

In very optically thick situations, a significant fraction of the
emission in a cell will be absorbed inside the cell itself. Effectively,
this will result in a Tij with very large diagonal elements leading to
slow convergence. There are methods to accelerate the convergence
(Juvela 2005), but these are not needed in the situations presented
here.

The iteration is terminated when all cells pass the convergence
criterion requiring that

I k
i,λ/I

!
i,λ < tolr = 10−2 (7)

and that
∑

λ I k
i,λσλ∑

j,λ Lj,λ$λ
< tola = 10−6 (8)

for all grid cells. Essentially, the first criterion tests whether the
contribution from dust emission is negligible compared to heating
from starlight and the second criterion, important in regions that
receive little starlight, tests whether the dust emission from iteration

k of cell i is negligible compared to the total dust emission. In
the simulations used here, convergence is obtained with only two
iterations.

2.5 Galaxy simulations

The galaxy simulations used in this work have been described in
detail in earlier papers (Cox 2004; Jonsson 2004; Cox et al. 2006,
2008; Jonsson et al. 2006; Lotz et al. 2008; Rocha et al. 2008), but
a brief overview will be given here for context.

The simulations are of seven different spiral galaxy models run
with the GADGET SPH code, including star formation and feedback
(Springel, Yoshida & White 2001; Springel 2005). The simulations
also include mergers of galaxies, where two of the models are placed
on approaching orbits, but in this paper only isolated galaxies are
considered. In the simulations, gas is represented by Lagrangian
particles. As stars form, gas is transformed into collisionless matter.
This is implemented in a stochastic sense (Springel & Hernquist
2003); each gas particle will spawn a number of stellar particles,
with a probability based on the SFR of the particle. These ‘new
star’ particles have masses of ∼104 – 106 M$, depending on the
mass of the simulated galaxy, and can be thought of as a cluster of
coeval stars. However, it is important to not take this analogy too
far. The star particles describe a discretized conversion of gas into
stars, but the presence of a young star particle in a region should
not be literally interpreted as if 106 M$ of young stars just formed
at that location.

At low SFRs, where only a few of these particles are present at
any given time, this discretization becomes particularly severe and
it is possible to see large fluctuations in the stellar light. This will
be discussed in detail in Section 4.

For the simulations to be stable, a model for supernova feed-
back is a necessary ingredient, and many different approaches to
modelling it exist. The supernova feedback model in the simula-
tions (extensively analysed in Cox et al. 2006) works by artificially
pressurizing star-forming regions, in effect setting their equation of
state.

A simple scheme for metal enrichment, where the metals pro-
duced by supernovae are instantaneously recycled into the gas of
the particle, is used. In effect, each particle is a ‘closed box model’
that does not exchange metals with its neighbours. While simple,
this method has several drawbacks. For one, if the entire gas parti-
cle is consumed by star formation, all metals (and hence all dust)
are removed from the gas phase. Also, late gas recycling by, for
example, asymptotic giant branch (AGB) stars, which deposit gas
far away from the cloud in which they were born, is not included.
Codes with better treatment of metal production and gas recycling
from stars exist (e.g. Scannapieco et al. 2005; Stinson et al. 2006),
and using such simulations would improve the accuracy of the
radiation-transfer calculation.

The seven galaxy models are isolated galaxies, where the galaxies
are evolved in isolation for 1 Gyr and snapshots saved every 50 Myr
to study how the galaxies evolve. The galaxies have been modelled
after observed properties of local spiral galaxies and span roughly
two orders of magnitude in stellar mass. They contain a disc of
gas and stars, a stellar bulge and a dark matter halo. The properties
of the models are summarized in Table 1. There are two series of
models: the ‘Sbc’-type models are modelled after local late-type
spirals, while the ‘G’-series cover a wider range in mass and are
modelled on median properties from the Sloan Digital Sky Survey
(SDSS). The metallicity and age distribution of stars and gas in the

C© 2010 The Authors. Journal compilation C© 2010 RAS, MNRAS 403, 17–44

Thursday, August 12, 2010



Patrik Jonsson – HIPACC Summer School 2010

Dust self-absorption: a better way

Panchromatic spectral models of galaxies 23

part of the source SED during the iteration to convergence becomes
negative but the method still converges to an equilibrium.

Formally, the algorithm can be described as follows. Define I !
i,λ

as the radiative intensity at wavelength λ in cell i due to stellar
emission. This quantity is fixed. Similarly, I k

i,λ is the intensity from
dust emission after iteration k. The emission from dust is described
by a function B that converts radiation intensity into an emission
spectrum, such that

Lλ = Bλ (Iλ′ ) . (3)

The radiative coupling between cells can be expressed as a matrix
T ij,λ describing the contribution to the radiation intensity in cell i
due to dust emission from cell j, such that the intensity in cell i is

Ii,λ =
∑

j

Lj,λTij,λ. (4)

Because the cross-sections of the dust grains are independent of
temperature, T ij,λ is constant (for a given wavelength). (In this
picture, the Monte Carlo method is just a way of evaluating the
elements of this matrix. In principle, one could evaluate the elements
of this matrix once and then invert it to solve for the equilibrium
state. In practice, this is not possible as the number of elements is
the square of the number of grid cells, ∼1012 in the simulations
used here.)

In the simplest calculation, this equation would be iterated to
convergence, i.e.

I k+1
i,λ =

∑

j

Lk
j,λTij,λ, (5)

which, as mentioned earlier, has the undesirable property that the
entire intensity estimate is recalculated for each iteration. Because
the Monte Carlo estimate of T ij,λ in each iteration is subject to
independent random error, the iteration will not converge.

By subtracting two successive iterations from each other, we get

I k+1
i,λ = I k

i,λ +
∑

j

(
Lk

j,λ − Lk−1
j,λ

)
Tij,λ. (6)

This shows that the update to the intensity estimate in each cell
comes from transferring an emission distribution consisting of the
difference in luminosity between the two previous iterations. Unlike
the iteration in equation (5), each progressive iteration here retains
a memory of the previous evaluations of Tij, effectively averaging
the Monte Carlo variance over the iterations such that the iteration
must converge.

In very optically thick situations, a significant fraction of the
emission in a cell will be absorbed inside the cell itself. Effectively,
this will result in a Tij with very large diagonal elements leading to
slow convergence. There are methods to accelerate the convergence
(Juvela 2005), but these are not needed in the situations presented
here.

The iteration is terminated when all cells pass the convergence
criterion requiring that

I k
i,λ/I

!
i,λ < tolr = 10−2 (7)

and that
∑

λ I k
i,λσλ∑

j,λ Lj,λ$λ
< tola = 10−6 (8)

for all grid cells. Essentially, the first criterion tests whether the
contribution from dust emission is negligible compared to heating
from starlight and the second criterion, important in regions that
receive little starlight, tests whether the dust emission from iteration

k of cell i is negligible compared to the total dust emission. In
the simulations used here, convergence is obtained with only two
iterations.

2.5 Galaxy simulations

The galaxy simulations used in this work have been described in
detail in earlier papers (Cox 2004; Jonsson 2004; Cox et al. 2006,
2008; Jonsson et al. 2006; Lotz et al. 2008; Rocha et al. 2008), but
a brief overview will be given here for context.

The simulations are of seven different spiral galaxy models run
with the GADGET SPH code, including star formation and feedback
(Springel, Yoshida & White 2001; Springel 2005). The simulations
also include mergers of galaxies, where two of the models are placed
on approaching orbits, but in this paper only isolated galaxies are
considered. In the simulations, gas is represented by Lagrangian
particles. As stars form, gas is transformed into collisionless matter.
This is implemented in a stochastic sense (Springel & Hernquist
2003); each gas particle will spawn a number of stellar particles,
with a probability based on the SFR of the particle. These ‘new
star’ particles have masses of ∼104 – 106 M$, depending on the
mass of the simulated galaxy, and can be thought of as a cluster of
coeval stars. However, it is important to not take this analogy too
far. The star particles describe a discretized conversion of gas into
stars, but the presence of a young star particle in a region should
not be literally interpreted as if 106 M$ of young stars just formed
at that location.

At low SFRs, where only a few of these particles are present at
any given time, this discretization becomes particularly severe and
it is possible to see large fluctuations in the stellar light. This will
be discussed in detail in Section 4.

For the simulations to be stable, a model for supernova feed-
back is a necessary ingredient, and many different approaches to
modelling it exist. The supernova feedback model in the simula-
tions (extensively analysed in Cox et al. 2006) works by artificially
pressurizing star-forming regions, in effect setting their equation of
state.

A simple scheme for metal enrichment, where the metals pro-
duced by supernovae are instantaneously recycled into the gas of
the particle, is used. In effect, each particle is a ‘closed box model’
that does not exchange metals with its neighbours. While simple,
this method has several drawbacks. For one, if the entire gas parti-
cle is consumed by star formation, all metals (and hence all dust)
are removed from the gas phase. Also, late gas recycling by, for
example, asymptotic giant branch (AGB) stars, which deposit gas
far away from the cloud in which they were born, is not included.
Codes with better treatment of metal production and gas recycling
from stars exist (e.g. Scannapieco et al. 2005; Stinson et al. 2006),
and using such simulations would improve the accuracy of the
radiation-transfer calculation.

The seven galaxy models are isolated galaxies, where the galaxies
are evolved in isolation for 1 Gyr and snapshots saved every 50 Myr
to study how the galaxies evolve. The galaxies have been modelled
after observed properties of local spiral galaxies and span roughly
two orders of magnitude in stellar mass. They contain a disc of
gas and stars, a stellar bulge and a dark matter halo. The properties
of the models are summarized in Table 1. There are two series of
models: the ‘Sbc’-type models are modelled after local late-type
spirals, while the ‘G’-series cover a wider range in mass and are
modelled on median properties from the Sloan Digital Sky Survey
(SDSS). The metallicity and age distribution of stars and gas in the
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part of the source SED during the iteration to convergence becomes
negative but the method still converges to an equilibrium.

Formally, the algorithm can be described as follows. Define I !
i,λ

as the radiative intensity at wavelength λ in cell i due to stellar
emission. This quantity is fixed. Similarly, I k

i,λ is the intensity from
dust emission after iteration k. The emission from dust is described
by a function B that converts radiation intensity into an emission
spectrum, such that

Lλ = Bλ (Iλ′ ) . (3)

The radiative coupling between cells can be expressed as a matrix
T ij,λ describing the contribution to the radiation intensity in cell i
due to dust emission from cell j, such that the intensity in cell i is

Ii,λ =
∑

j

Lj,λTij,λ. (4)

Because the cross-sections of the dust grains are independent of
temperature, T ij,λ is constant (for a given wavelength). (In this
picture, the Monte Carlo method is just a way of evaluating the
elements of this matrix. In principle, one could evaluate the elements
of this matrix once and then invert it to solve for the equilibrium
state. In practice, this is not possible as the number of elements is
the square of the number of grid cells, ∼1012 in the simulations
used here.)

In the simplest calculation, this equation would be iterated to
convergence, i.e.

I k+1
i,λ =

∑

j

Lk
j,λTij,λ, (5)

which, as mentioned earlier, has the undesirable property that the
entire intensity estimate is recalculated for each iteration. Because
the Monte Carlo estimate of T ij,λ in each iteration is subject to
independent random error, the iteration will not converge.

By subtracting two successive iterations from each other, we get

I k+1
i,λ = I k

i,λ +
∑

j

(
Lk

j,λ − Lk−1
j,λ

)
Tij,λ. (6)

This shows that the update to the intensity estimate in each cell
comes from transferring an emission distribution consisting of the
difference in luminosity between the two previous iterations. Unlike
the iteration in equation (5), each progressive iteration here retains
a memory of the previous evaluations of Tij, effectively averaging
the Monte Carlo variance over the iterations such that the iteration
must converge.

In very optically thick situations, a significant fraction of the
emission in a cell will be absorbed inside the cell itself. Effectively,
this will result in a Tij with very large diagonal elements leading to
slow convergence. There are methods to accelerate the convergence
(Juvela 2005), but these are not needed in the situations presented
here.

The iteration is terminated when all cells pass the convergence
criterion requiring that

I k
i,λ/I

!
i,λ < tolr = 10−2 (7)

and that
∑

λ I k
i,λσλ∑

j,λ Lj,λ$λ
< tola = 10−6 (8)

for all grid cells. Essentially, the first criterion tests whether the
contribution from dust emission is negligible compared to heating
from starlight and the second criterion, important in regions that
receive little starlight, tests whether the dust emission from iteration

k of cell i is negligible compared to the total dust emission. In
the simulations used here, convergence is obtained with only two
iterations.

2.5 Galaxy simulations

The galaxy simulations used in this work have been described in
detail in earlier papers (Cox 2004; Jonsson 2004; Cox et al. 2006,
2008; Jonsson et al. 2006; Lotz et al. 2008; Rocha et al. 2008), but
a brief overview will be given here for context.

The simulations are of seven different spiral galaxy models run
with the GADGET SPH code, including star formation and feedback
(Springel, Yoshida & White 2001; Springel 2005). The simulations
also include mergers of galaxies, where two of the models are placed
on approaching orbits, but in this paper only isolated galaxies are
considered. In the simulations, gas is represented by Lagrangian
particles. As stars form, gas is transformed into collisionless matter.
This is implemented in a stochastic sense (Springel & Hernquist
2003); each gas particle will spawn a number of stellar particles,
with a probability based on the SFR of the particle. These ‘new
star’ particles have masses of ∼104 – 106 M$, depending on the
mass of the simulated galaxy, and can be thought of as a cluster of
coeval stars. However, it is important to not take this analogy too
far. The star particles describe a discretized conversion of gas into
stars, but the presence of a young star particle in a region should
not be literally interpreted as if 106 M$ of young stars just formed
at that location.

At low SFRs, where only a few of these particles are present at
any given time, this discretization becomes particularly severe and
it is possible to see large fluctuations in the stellar light. This will
be discussed in detail in Section 4.

For the simulations to be stable, a model for supernova feed-
back is a necessary ingredient, and many different approaches to
modelling it exist. The supernova feedback model in the simula-
tions (extensively analysed in Cox et al. 2006) works by artificially
pressurizing star-forming regions, in effect setting their equation of
state.

A simple scheme for metal enrichment, where the metals pro-
duced by supernovae are instantaneously recycled into the gas of
the particle, is used. In effect, each particle is a ‘closed box model’
that does not exchange metals with its neighbours. While simple,
this method has several drawbacks. For one, if the entire gas parti-
cle is consumed by star formation, all metals (and hence all dust)
are removed from the gas phase. Also, late gas recycling by, for
example, asymptotic giant branch (AGB) stars, which deposit gas
far away from the cloud in which they were born, is not included.
Codes with better treatment of metal production and gas recycling
from stars exist (e.g. Scannapieco et al. 2005; Stinson et al. 2006),
and using such simulations would improve the accuracy of the
radiation-transfer calculation.

The seven galaxy models are isolated galaxies, where the galaxies
are evolved in isolation for 1 Gyr and snapshots saved every 50 Myr
to study how the galaxies evolve. The galaxies have been modelled
after observed properties of local spiral galaxies and span roughly
two orders of magnitude in stellar mass. They contain a disc of
gas and stars, a stellar bulge and a dark matter halo. The properties
of the models are summarized in Table 1. There are two series of
models: the ‘Sbc’-type models are modelled after local late-type
spirals, while the ‘G’-series cover a wider range in mass and are
modelled on median properties from the Sloan Digital Sky Survey
(SDSS). The metallicity and age distribution of stars and gas in the
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Fig. 6. Convergence of dust temperatures in model N2 in the case of
normal iterations and with the use of the extrapolation method. The
plotted values are rms-values of the relative temperature errors.

Fig. 7. Convergence of dust temperatures in model N2 for diagonal
AMC-method (solid line), diagonal AMC with extrapolation (dotted
line) and AMC with tridiagonal operator (dash-dotted line).

Fig. 7 show the rms error after every fifth iteration when, in ad-
dition to the tridiagonal operator, an extrapolation step is done
after every fifth iteration. This gives the fastest convergence,
where an rms error of 1% is reached with just 15 iterations, a
factor of 40 less than for the basic method.

3.4. Reference field

The reference field concept was tested with model N1, which is
more optically thin than N2, but where the solution still requires
many iterations. Figure 8 shows the results obtained with and
without accelerated Monte Carlo and with and without a refer-
ence field. In all calculations the number of photon packages
per iteration and frequency was 4080, half of which described
flux from the central source, while the other half described the
dust emission. The reference solution corresponded this time to
calculations with both a larger number of iterations and photon

Fig. 8. Convergence of dust temperatures in model N1 with (filled
symbols) and without (open symbols) the use of a reference field when
the number of photon packages per iteration is equal. The rms-values
of relative temperature errors are plotted as function of the number of
iterations.

packages per iteration. Because of the smaller optical depth, the
advantage of accelerated Monte Carlo is less than in model N2

(see Fig. 7 above) but still clear. If the reference field is not
used, the final accuracy depends on sampling errors, i.e. on
the number of photon packages per iteration. When a reference
field was not employed the same set of random numbers was
used on each iteration, which explains the smoothness of the
horizontal curve. If different random numbers were used, the
error level would vary from iteration to iteration but the gen-
eral level would remain the same.

In principle, the use of a reference field does not affect the
rate of convergence. However, after the first iteration no emis-
sion from the central source is simulated since that information
is already contained in the reference field. The following itera-
tions should be about twice as fast if the overhead from the use
of a reference field is ignored. In fact, measured after ten iter-
ations the ratio of run times is 2.9:1 in favour of the reference
field. Photon packages emitted from the central source are in-
side the most optically thick region and therefore take a longer
time to simulate. This explains why the ratio is in this case
even larger than 2:1. The second advantage of a reference field
is that the sampling improves from iteration to iteration and
the final errors depend on the total number photon packages
simulated. In the case of Fig. 8 this means that convergence re-
mains linear below the level that was reached without the use
of a reference field. Emission from the central source was in
this case simulated with 2040 photon packages per frequency,
while for dust emission the number of packages was 2040 times
the number of iterations. It is clear that in calculations without
a reference field the accuracy was limited by the sampling of
the dust emission.

When the reference field is used, the improvement as a
function of the number of iterations depends both on con-
vergence of temperatures and improvement of sampling. In
the test shown in Fig. 8, the number of packages per itera-
tion was clearly sufficient so that the improvement of accu-
racy did not at any point decelerate because of sampling errors.
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This is expensive, though...

Need to do this for 106 – 107 grid 
cells and 100 wavelengths, for about 

10 iterations, for each pass
= Evaluating A LOT of exponentials

temperature calculation actually takes 
much longer than the ray tracing...

(Yes, you can make a 
table... bear with me!)
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...use a GPU to speed it up

Graphics processors are now fully 
programmable, massively data-parallel 
machines
Raw floating-point performance is many 
times larger than that of CPUs
But small or non-existent cache – sensitive 
to memory layout
double-precision performance << single
Can be programmed in a C-like language 
(CUDA/OpenCL)
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CUDA (Jonsson & Primack 2010)
Each core will calculate the temperature for 
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the CPU calculation could outperform the GPU. This is especially
true given the heavy use of exponentials in the calculation, since
the GPU can calculate an exponential in a single clock cycle.

As mentioned earlier, the SUNRISE temperature calculation in pro-
duction runs is actually done using a linear interpolation table,
containing 2000 temperature points between 3 and 1500 K. The
time required is shown in the final column of Table 1. Remarkably,
calculating the SED on the GPU is still more than an order of magni-
tude faster than when interpolating the temperature on the eight
CPU cores. This is not quite as unexpected as it might seen, how-
ever. Even if the temperature is obtained in zero time, it is neces-
sary to first calculate the heating rate. Subsequently, the
emission SED must be calculated using Eq. (10). It can be seen from
Table 1 that, on the GPU, the temperature calculation (kernel 3)
takes about 70% of the total execution time. For the CPU code, this
fraction is 80%, so completely eliminating the temperature calcula-

tion can only speed up the CPU calculation by maximally a factor of
5. The actual reduction in time by using the interpolation on the
CPU is indeed very close to 80%, which leaves the GPU still more
than an order of magnitude faster.

One interesting point is that once a problem has been formu-
lated to fit into the CUDA programming model, scaling to future
generations of hardware is virtually ensured. As the calculation al-
ready has been subdivided into independent blocks, these blocks
can simply be distributed across a larger number of multiproces-
sors with essentially perfect scaling.

How does the experience here apply to the (much more compu-
tationally intensive) calculation of thermally fluctuating grains? In
contrast to the calculation here, calculating the temperature prob-
ability distribution of thermally fluctuating grains essentially re-
quires inverting a matrix for each grain species (Guhathakurta
and Draine, 1989), the size of which is determined by the number
of temperature levels in the distribution. If each thread still calcu-
lates the temperature distribution of a specific cell and grain spe-
cies, shared memory use will increase from storing ra;s;l to also
storing the full transition matrix between the temperature levels
for that grain species. Storing the elements of the temperature
probability distribution during the calculation will also require
more thread-local storage, potentially increasing the use of band-
width to global memory. More work needs to be done to determine
the best way to implement this calculation on the GPU, and this
will be presented in a future paper.

7. Summary

We have presented an implementation of the calculation of dust
grain equilibrium temperatures in CUDA, and compared the perfor-
mance of this implementation running on a GPU with that per-
formed on a normal multicore CPU. The GPU vastly outperforms
the eight CPU cores, with a factor of 69 speedup. This is almost
two orders of magnitude faster despite the fact that the difference
in theoretical maximum floating-point performance is only a factor
of 6, showing that the inherently parallel, exponential-heavy nat-
ure of the calculation is perfectly suited to the GPU. As grain tem-
perature calculations, not the actual transfer of radiation, are
normally the most computationally expensive part of calculating
the SED of a galaxy, this holds great promise for accelerating such
calculations.

Table 1
Execution wall clock times, in seconds, of the GPU and CPU (on eight processors) calculations for different problem sizes. The times are averages of 3 runs. (The kernel execution
times were generally very stable, while the times that include data transfer and CPU showed larger variation, presumably due to OS background tasks.) The large start-up cost of
the GPU calculation is evident. These numbers were obtained for calculations of graphite grains, but the results were approximately the same if silicate and PAH cross-sections
were used.

No. of cells GPU Kernel 1 Kernel 2 Kernel 3 Kernel 4 CPU Speedup CPU (interpolation)

32 0.72 5:7 ! 10"5 1:4 ! 10"4 6:4 ! 10"3 2:7 ! 10"4 0.83 1.2
64 0.74 5:7 ! 10"5 1:5 ! 10"4 6:7 ! 10"3 4:4 ! 10"4 0.84 1.1

128 0.73 5:8 ! 10"5 2:4 ! 10"4 7:6 ! 10"3 8:1 ! 10"4 0.90 1.2
256 0.71 5:8 ! 10"5 3:8 ! 10"4 1:2 ! 10"2 1:5 ! 10"3 1.0 1.4
512 0.78 6:0 ! 10"5 7:0 ! 10"4 2:0 ! 10"2 3:0 ! 10"3 1.9 2.4

1024 0.76 6:7 ! 10"5 1:2 ! 10"3 3:5 ! 10"2 6:0 ! 10"3 3.6 4.8
2048 0.80 8:1 ! 10"5 2:4 ! 10"3 6:8 ! 10"2 1:2 ! 10"2 7.1 8.9
4096 0.89 8:8 ! 10"5 4:8 ! 10"3 0.13 2:4 ! 10"2 14 16
8192 1.1 8:7 ! 10"5 9:4 ! 10"3 0.26 4:7 ! 10"2 28 26

16,384 1.5 8:7 ! 10"5 1:9 ! 10"2 0.51 9:5 ! 10"2 57 38
32,768 2.2 8:7 ! 10"5 3:7 ! 10"2 1.0 0.19 116 52
65,536 3.9 8:8 ! 10"5 7:5 ! 10"2 2.0 0.42 238 62

131,072 7.5 9:1 ! 10"5 0.15 4.0 1.4 478 64
262,144 14 8:6 ! 10"5 0.30 8.0 2.8 963 68
524,288 28 8:8 ! 10"5 0.60 16 5.5 1925 69 385

Fig. 2. The wall clock time required to calculate the dust emission SED of one grid
cell, as a function of the total number of cells, for the CPU (using eight cores) and
GPU. The time when interpolation was used on the CPU is indicated by a point, for
the largest number of cells only. This problem used the graphite cross-sections of
Laor and Draine (1993), with 81 size bins and 968 wavelengths. For small problem
sizes, the GPU time is dominated by kernel launch and data transfer overhead and is
essentially independent of number of cells up to >103 cells. For the CPU calculation,
a block size of 32 cells was used, so for 256 cells or less, there are not enough blocks
to load all eight cores, so the time is then independent of problem size. This is
merely an artifact of the block size used.
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GPU (Tesla C1060) is 69x faster 
than 8 Xeon cores!

The GPU is even 16x faster than the 
CPU doing interpolation!
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Sunrise results
do these galaxies actually look real?
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Remember these guys?

Sbc+ Sbc G3 Sbc- G2 G1 G0

Simulated these in isolation for 1 Gyr, 
observed from many inclinations and bands

Now let’s compare them to the SINGS sample 
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Matching SEDs with SINGS galaxies

SINGS data from Dale et al 07
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Comparing to SINGS: UV-NIR

color indicates nuclear type (orange: SB; green: LINER; blue: Sy; purple: n/a)
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Comparing to SINGS: NIR-FIR

SLUGS from Willmer et al 09.

!!
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Origin of 850μm mismatch?

Draine et al finds NO 
dust at <1U in any of the 
SINGS galaxies
Sbc galaxy has 60%
Setting an intensity floor 
of 5U decreases 
discrepancy
But how do you get a 
galaxy with no dust at 
low radiation intensities?

∼I-2
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Origin of 850μm mismatch?

Dale & Helou (2002) find same mismatch with 
ISO/IRAS/SCUBA in their (much simpler) models
Solve this by assuming a different cross section at 
long wavelengths

instead of κ∼λ-2

they use κ∼λ2.5-0.4log U

dust properties change with environment
But what about the SLUGS galaxies?

they might be missing galaxies with less cold 
dust due to 850μm flux limit
The small sample size of SINGS might not have 
picked up this population with more cold dust
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Figure 11. Comparison between the simulated galaxies and the results of D07. The colours and symbols are the same as in Fig. 10. The left-hand panel is
directly comparable to fig. 6 in D07, showing the ‘infrared excess’, total infrared over total ultraviolet luminosity, against the 70/160 µm colour. The right-hand
panel, a classical ‘IRX-β’ diagram of Meurer, Heckman & Calzetti (1999) directly comparable to fig. 12 in D07, shows the UV spectral slope against infrared
excess. In the IRX-β diagram, the simulated galaxies are shifted towards a bluer UV slope compared to the SINGS sample. This is very sensitive to the dust
model used, due to their differing ‘2200 Å bump’ strengths. The effect of changing the dust model is shown in Fig. 16. The simulations with very red UV
slopes and low values of IRX, well below the SINGS galaxies, are from the G0 galaxy with its very low SFR.

discrepancies matching those found in Figs 10 and 11. For exam-
ple, the high FUV/NUV ratio can be seen to be due to the model
producing an excessively strong 2200 Å feature in several of the
galaxies. The most obvious discrepancy in the comparisons is that
most SINGS spirals seem to have FIR SEDs which peak at longer
wavelengths (is cooler) than the simulations, leading to the observed
24/70 µm and 70/160 µm offsets. Somewhat surprising, the best
match to the G3 and G2 simulations is the elliptical galaxies NGC
855 and NGC 4125, which have shorter peak wavelengths more
in line with the simulations. However, these ellipticals are unusual
in the sense that they have detectable neutral gas and blue stellar
populations and are clearly not classical red and dead ellipticals.

4.2 Emission lines as star formation indicators

In the discussion so far, we have focused on broad-band features of
the SED. One of the major advantages made feasible with the high
wavelength resolution of our model and the use of the MAPPINGSIII

models of H II regions, however, is the inclusion of emission lines.
In the context of galaxies, the foremost interest in emission lines
is from their use as SFR indicators. For the Hα line, this was al-
ready done in Jonsson (2004) but, as discussed in Section 2.2, the
MAPPINGSIII models include all important emission lines from H II

regions. Thus, we will now compare the emission-line strengths of
the simulated galaxies with SFR calibrations from the literature.

Fig. 13 shows the Hα-derived SFR in the simulations using the
calibration from Kennicutt (1998). Without dust correction, the SFR
for the massive galaxies is underestimated by factors of several.
When the Hα luminosity is corrected for dust attenuation using the
Hα/Hβ line ratio (Calzetti, Kinney & Storchi-Bergmann 1994),
the SFR is, on average, predicted fairly well, but the scatter in the
derived SFR is still about an order of magnitude.

Another important star formation indicator, used for higher red-
shift observations, is the [OII]λ 3727 Å line. Because the luminosity
of this line depends on metal abundance and the ionization state of
oxygen atoms, its relationship with the SFR is more complicated,
but these effects are included in the MAPPINGSIII models. Fig. 14
shows the SFR derived from the luminosity of this line, again using
the calibration of Kennicutt (1998). As this line is at much shorter
wavelengths, dust attenuation is more severe and for the larger

galaxies, the SFR can be underestimated by almost two orders of
magnitude. After applying the same dust correction as for the Hα

line [because of the way the SFR from the OII line was calibrated,
Kennicutt (1998) claims that the dust correction should be for the
attenuation at Hα] the scatter is reduced to about one order of mag-
nitude, but there is now a tendency to systematically overestimate
the SFR.

With these proof-of-concept examples of the capabilities of our
model, we defer a systematic study of the sensitivity of emission
lines to dust attenuation, and the prospects of correcting for these
dust effects, to a future paper.

4.3 Spatially resolved quantities

In our presentation of the results so far, we have shown that our
model galaxies have realistic integrated spectra in comparison to
real galaxies. However, one of the strengths of SUNRISE is that it
creates 2D spectra. So we now go beyond this and put the model
through some more stringent tests by looking at spatially resolved
spectral quantities. Even if the integrated spectra are realistic, the
agreement may break down when looking at individual regions in
the galaxies.

The spatial variations of the dust emission in the SINGS galaxies
were studied by Bendo et al. (2008), who investigated emission
from PAHs, measured at 8 µm, hot dust at 24 µm and cold dust at
160 µm. They found that the PAH 8/24 µm surface brightness ratio
exhibited significant scatter, but was generally higher in the diffuse
ISM and lower in bright star-forming regions with high 24 µm sur-
face brightness. The PAH 8 µm emission was well correlated with
160 µm emission, with a generally larger 8/160 µm surface bright-
ness ratio in regions that are brighter in 160 µm. They interpreted
these results as indicating that the PAHs were mostly associated
with the cold, diffuse dust that dominates the 160 µm flux.

We have repeated this analysis with our model galaxies. The anal-
ysis was restricted to the face-on galaxies to match the galaxies in
the Bendo et al. (2008) sample, and the pixel size set to 0.5 kpc [the
pixel size in Bendo et al. (2008) varied between 0.7 and 3.6 kpc, but
we saw no significant dependence on the pixel size in our simula-
tions]. The results are shown in Fig. 15 and are directly comparable
to figs 2 and 5 in Bendo et al. (2008). As with the previous fig-
ures, we show the distribution of 8/24 µm and 8/160 µm ratios as
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Figure 2. Plots of the (PAH 8 µm)/24 µm surface brightness ratios versus the 24 µm surface brightnesses for the 45 arcsec2 regions measured in these galaxies.
Note that the data are extracted from images with the same resolution as the 160 µm data. This was done so that resolution effects will not be a factor when
comparing the data in this figure to the data in Fig. 5. The grey lines are the best-fitting lines for the relations in each plot; slopes and intrinsic scatters for these
fits are given in Table 3. Note that the uncertainties in the x- and y-directions are used to weight the data in the fit.

using

i = cos−1

(√
q2 − q2

o

1 − q2
o

)
. (6)

The value q is the observed (projected) minor-to-major axis ratio.
The value qo is the intrinsic optical axial ratio (the ratio of the
unprojected optical axis perpendicular to the plane of the galaxy to
the diameter of the disc), which is equivalent to 0.20 for most disc
galaxies (Tully 1998). Because the optical disc of NGC 5194 may
be distorted by its interaction with NGC 5195, its inclination is not
calculated using this equation. Instead, the inclination as well as the
position angle given by Garcı́a-Gómez, Athanassoula & Barberà
(2002) are used for the analysis.

Six of the SINGS galaxies that meet the above criteria are un-
suitable for the analysis. NGC 1512 and 4826 are not used because
only the central regions were detected at the 5σ levels in all of the
convolved maps (described in the next section). The 8.0 µm images
of NGC 1097, 1566 and 4736 are heavily affected by muxbleed
artefacts (artificially bright columns of pixels associated with high-

surface-brightness sources) that cross over significant fractions of
the optical discs, so those data are not usable for this analysis. Two
very bright foreground stars in the 3.6 µm and 8.0 µm images of
NGC 3621 cause problems in the analysis, so NGC 3621 needs to be
excluded from the sample as well. The other 15 galaxies that meet
the above criteria, which are roughly uniformly distributed between
Hubble types Sab and Sd, are listed in Table 1 along with the infor-
mation on the galaxies’ morphologies, optical axes, distances, nu-
clear spectral types and nebular oxygen abundances [12+log(O/H),
which is treated as representative of the global metallicities of the
galaxies].

2.4 Data preparation

Many Spitzer studies of infrared colour variations within individ-
ual galaxies have relied on flux densities measured within discrete
subregions that are chosen either by eye or by source identifica-
tion software. However, this selection process may be biased. Some
subregions within the galaxy might be excluded from the analysis,
especially if the regions are selected by eye, and region selection
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Figure 13. Hα-derived SFR compared to the intrinsic SFR in the simulations. The left-hand panel shows the uncorrected Hα luminosities in the simulations,
converted to an SFR using the normalization of Kennicutt (1998). In the more massive galaxies, the SFR is underestimated by factors of several. The right-hand
panel shows the star formation based on Hα luminosities corrected for dust attenuation using the Hα/Hβ line ratios using the formula of Calzetti et al. (1994).
This works well in correcting the average Hα-predicted SFR, but there is still a scatter of about an order of magnitude for the massive galaxies. The G0 galaxy,
with an SFR of ∼10−3 M# yr−1, shows an overcorrection of the SFR by an order of magnitude. This is likely due to the stochastic effect of star formation
in the simulations, as the smallest non-zero Hα luminosity attainable is that of one MAPPINGSIII particle. A substantial fraction of the G0 snapshots has no Hα

emission and thus cannot be shown in the graph.

Figure 14. SFRs derived from the [O II]λ3727 line compared to the intrinsic SFR in the simulations. The left-hand panel shows the uncorrected [O II]
luminosities in the simulations, converted to an SFR using the normalization of Kennicutt (1998). While SFRs along the upper envelope agree well with the
true SFR, there is a substantial scatter towards underestimated SFRs. Compared to the Hα-derived SFR in Fig. 13, the scatter is larger. The right-hand panel
shows the SFRs after correcting the [O II] luminosities for dust attenuation (at Hα; see Kennicutt 1998) using the Hα/Hβ line ratios using the formula of
Calzetti et al. (1994). After this correction, the scatter is reduced but there is a tendency to systematically overestimate the SFR.

Figure 15. Spatially resolved dust-emission colour–magnitude diagrams for the simulated galaxies, shown as a density plot. For each galaxy model, the
face-on view at a time of 0.5 Gyr is used. The plots are directly comparable with figs 2 and 5 in Bendo et al. (2008). The left-hand plot shows the dependence of
the 8/24 µm surface brightness ratio on 24 µm surface brightness and the right-hand plot the 8/160 µm ratio as a function of 160 µm emission. In comparison
with the results of Bendo et al. (2008), the 8/160 µm ratio agrees well with the observations. However, the model galaxies have too large 8/24 µm ratio,
especially in regions with low 24 µm surface brightness. This discrepancy is probably indicative of the model lacking stochastically heated dust grains in the
diffuse ISM.
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Figure 5. Plots of the (PAH 8 µm)/160 µm surface brightness ratios versus the 160 µm surface brightnesses for the 45 arcsec2 regions measured in these
galaxies. The grey lines are the best-fitting lines for the relations in each plot; slopes, intrinsic scatter and correlation coefficients for these fits are given in
Table 5. Note that the uncertainties in the x- and y-directions are used to weight the data in the fit.

maps. However, these three infrared-bright H II regions are indis-
tinguishable from the nearby dust emission in the (PAH 8 µm)/
160 µm ratio maps. None the less, keep in mind that enhancements
in the (PAH 8 µm)/160 µm ratios are still visible in the large-scale
structures such as the spiral arms in NGC 3031 and 6946.

Fig. 5 shows how the (PAH 8 µm)/160 µm surface brightness ratio
varies with 160 µm surface brightness among the sample galaxies,
and the slopes and intrinsic scatter for the best-fitting lines as well as
Spearman’s correlation coefficients for the data are given in Table 5.
Again, the best-fitting lines are determined using uncertainties in
both the x- and y-directions to weight the data.

For all galaxies in the sample, the (PAH 8 µm)/160 µm ratio
generally increases as the 160 µm surface brightness increases,
although the slopes of the relations are relatively shallow for some
galaxies, such as NGC 3031, 3351 and 4725. If the slopes of the
best-fitting lines in Fig. 5 were equivalent to 0, this would indicate
that a one-to-one correspondence exists between the PAH 8 and
160 µm bands. However, since the slopes are instead all positive,
this indicates that the colours change from low to high surface
brightness regions.

The scatter in the data around the best-fitting lines generally ap-
pears to be at the 10–20 per cent level in many cases. According
to the intrinsic scatter measurement used here, the scatter in many
of the plots can be explained mostly by uncertainties in the mea-
surements. For most galaxies, the intrinsic scatter measurements in
Table 5 are either similar to or notably lower than the values in
Table 3. Because the data used for Tables 3 and 5 were measured
in images that were degraded to the resolution of the 160 µm im-
ages, resolution effects should not be a factor in this comparison.
Hence, this comparison between the intrinsic scatter measurements
demonstrates quantitatively that the relation between PAH 8 and
160 µm emission may exhibit less scatter than the relation between
PAH 8 and 24 µm emission.

Also note that very low and very high surface brightness
45 arcsec regions in NGC 5194 and 5055 fall below the best-fitting
line. A related phenomenon is visible in NGC 4725, where the
45 arcsec regions within the inner ring fall below the best-fitting
line in Fig. 5. The disparity in the slopes between the high and
low surface brightness data for some galaxies demonstrates that the
(PAH 8 µm)/160 µm ratio either stops rising or decreases in the high
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Figure 13. Hα-derived SFR compared to the intrinsic SFR in the simulations. The left-hand panel shows the uncorrected Hα luminosities in the simulations,
converted to an SFR using the normalization of Kennicutt (1998). In the more massive galaxies, the SFR is underestimated by factors of several. The right-hand
panel shows the star formation based on Hα luminosities corrected for dust attenuation using the Hα/Hβ line ratios using the formula of Calzetti et al. (1994).
This works well in correcting the average Hα-predicted SFR, but there is still a scatter of about an order of magnitude for the massive galaxies. The G0 galaxy,
with an SFR of ∼10−3 M# yr−1, shows an overcorrection of the SFR by an order of magnitude. This is likely due to the stochastic effect of star formation
in the simulations, as the smallest non-zero Hα luminosity attainable is that of one MAPPINGSIII particle. A substantial fraction of the G0 snapshots has no Hα

emission and thus cannot be shown in the graph.

Figure 14. SFRs derived from the [O II]λ3727 line compared to the intrinsic SFR in the simulations. The left-hand panel shows the uncorrected [O II]
luminosities in the simulations, converted to an SFR using the normalization of Kennicutt (1998). While SFRs along the upper envelope agree well with the
true SFR, there is a substantial scatter towards underestimated SFRs. Compared to the Hα-derived SFR in Fig. 13, the scatter is larger. The right-hand panel
shows the SFRs after correcting the [O II] luminosities for dust attenuation (at Hα; see Kennicutt 1998) using the Hα/Hβ line ratios using the formula of
Calzetti et al. (1994). After this correction, the scatter is reduced but there is a tendency to systematically overestimate the SFR.

Figure 15. Spatially resolved dust-emission colour–magnitude diagrams for the simulated galaxies, shown as a density plot. For each galaxy model, the
face-on view at a time of 0.5 Gyr is used. The plots are directly comparable with figs 2 and 5 in Bendo et al. (2008). The left-hand plot shows the dependence of
the 8/24 µm surface brightness ratio on 24 µm surface brightness and the right-hand plot the 8/160 µm ratio as a function of 160 µm emission. In comparison
with the results of Bendo et al. (2008), the 8/160 µm ratio agrees well with the observations. However, the model galaxies have too large 8/24 µm ratio,
especially in regions with low 24 µm surface brightness. This discrepancy is probably indicative of the model lacking stochastically heated dust grains in the
diffuse ISM.
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Figure 3. G − M20, G − A and C − A relations for local galaxies measured by LPM04. Empirically, normal galaxies lie below the dashed lines in the G −
M20 and G − A plots and to the left-hand side of the dashed line in the C − A plot. Mergers are identified as galaxies which lie above and/or to the right-hand
side of these divisions. While 90 per cent of local ULIRGs show visual signs of merger activity, ULIRGs with double nuclei show the strongest signatures in
quantitative morphology.

following merger criterion:

A ≥ 0.35. (12)

These are the merger criteria used to calculate the morphological
observability time-scales throughout most of this paper.

Galaxies at higher redshift cannot be imaged at as high spatial
resolution as local galaxies even when observed with HST. The
measured morphologies of galaxies at z > 0.25 imaged with HST
will have non-negligible biases as a result of this lower spatial res-
olution (LPM04). Therefore the merger criteria have been adjusted
to account for these biases in HST data by Conselice et al. (2003),
Conselice, Blackburne & Papovich (2005) and Lotz et al. (2008).
For z < 1.2 galaxies observed with HST ACS Wide Field Camera
at rest-frame ∼4000 Å, the revised G − M20 merger classification
is

G > −0.14 M20 + 0.33 (13)

(Lotz et al. 2008). Conselice et al. (2005) find that decreased spatial
resolution and surface brightness dimming at z > 0.5 can lower the
measured A in irregular galaxies by 0.05–0.15 (also Shi, in prepara-
tion). In Section 4.2, we find a median offset of −0.05 for A when
our simulations are convolved to match the spatial resolution of HST
ACS WFC F814W observations at z ∼ 1. Therefore we suggest a
revised merger criterion for G − A and A for HST observations of
high-redshift galaxies as follows:

G > −0.4A + 0.68 or A ≥ 0.35 (14)

and

A ≥ 0.30. (15)

We will use these merger criteria in Section 4.2 for the simulations
convolved to match HST ACS observations of galaxies at z ∼ 1.

Close kinematic pairs are also probable merging systems. Re-
cent studies of local kinematic pairs have selected objects with
5 < Rproj < 20 h−1 kpc (Patton et al. 2002; de Propris et al. 2005)
and relative velocities ≤500 km s−1, while studies of pairs out to
z ∼ 1.4 has chosen objects with 10 < Rproj < 30, 50 and 100 h−1 kpc
and relative velocities ≤500 km s−1 (Lin et al. 2004). We assume
h = 0.7 and we estimate the time-scales during which merging
galaxies can be found as separate objects within 5 < Rproj < 20,
10 < Rproj < 30, 10 < Rproj < 50 and 10 < Rproj < 100 h−1 kpc.
The simulated merging galaxies always have relative velocities
<500 km s−1.

The galaxy merger rate ! is defined as the number of ongoing
merger events per unit volume φmerg divided by the time Tmerg for the
merger to occur from the initial encounter to the final coalescence:

! = φmerg

Tmerg
. (16)

However, the number density of galaxies identified morphologically
as galaxy mergers φ′

merg will depend on the time-scale T ′
merg during

which the merger can be observed given the method used to identify
it such that

φ′
merg = φmerg

T ′
merg

Tmerg
. (17)

Therefore the galaxy merger rate ! can be calculated from the ob-
served number density of galaxy merger candidates φ′

merg as follows:

! =
φ′

merg

Tmerg

Tmerg

T ′
merg

=
φ′

merg

T ′
merg

. (18)

The effective observability time-scale T ′ given in equation (18)
is a weighted average of the time-scales over all likely merger mass
ratios, gas fractions and orbital parameters. We do not calculate
this global observability time-scale here because this may require a
cosmological model for the distribution of galaxy merger properties
if the observability time-scale for a given method varies strongly.
Instead, we present the first steps towards calculating the global
observability time-scales by exploring the dependence of the time-
scales on a wide range of galaxy merger properties.

We calculate each simulation’s average observability time-scale
for the G − M20, G − A and A criteria given above by averaging the
results of the 11 isotropic viewpoints. Hereafter we drop the prime
notation and refer to the observability time-scale for each simulation
as T. Because we wish to determine the number density of merger
events rather than the number of galaxies undergoing a merger,
galaxies that have not yet merged but identified morphologically
as merger candidates are weighted accordingly. The time that each
pre-merger galaxy is morphologically disturbed is summed (not
averaged) to the time that the post-merger system appears disturbed.
No such weighting is done for the close pair time-scales as this factor
is generally included in the merger rate calculation (e.g. Patton et al.
2000):

! = 0.5 φ Nc p(merg) T −1
pair, (19)

where φ is the number density of galaxies within the magnitude
range of the observed pairs, Nc is the average number of companions
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Figure 5. Top: Morphological evolutionary tracks in G − M20, G − A and C − A space for the high-resolution prograde–prograde Sbc merger (SbcPP×10)
averaged over all viewing angles. The initial galaxy (red), first pass (green), maximal separation (blue), final merger (orange) and last computed merger
remnant (cyan) morphologies are labelled as 1–5, respectively. The black dashed lines show the empirical merger classification criteria from Fig. 3. Bottom:
The morphologies for all the time-steps and cameras for the SbcPP×10 simulation. The merger stages are indicted by the different colours, as in Fig. 4. For
this simulation, G − M20 identifies SbcPP×10 mergers primarily at the first pass, while G − A and A find mergers at both the first pass and final merger.

4.1 Numerical resolution

Most of our simulations were run with ∼105 particles per galaxy,
with gravitational softening lengths of 400 and 100 pc for the dark
matter and baryonic particles, respectively (Table 1). The number
of simulation particles affects both the spatial resolution of the
simulation and the noise in the fluctuations of the gravitational po-
tential. This number of particles was found to adequately recover
the system-averaged star formation histories and remnant proper-
ties when compared to simulations with larger numbers of particles
(Cox et al. 2006). Here we compare the time-dependent morpholo-
gies of the stiff supernova feedback prograde–prograde Sbc merger
(SbcPP) to simulations run with 4 and 10 times as many particles
(SbcPP×4 and SbcPP×10) to determine if the standard numer-
ical resolution of the simulations is adequate also for analysing
morphology. These higher numerical resolution simulations were
processed by SUNRISE and the morphologies of the output SDSS g
images were compared to the fiducial simulation at each time-step.
The time evolution is slightly different in distinct simulation runs,
so when the morphologies are rapidly changing, the morphologies,
half-light radii (R1/2) and galaxy separations may be significantly
different for the different runs at a given time-step. However, for the
majority of the simulation time-steps, differences in the morpholo-
gies will reflect the differing spatial resolution and the noise in the
gravitational potentials of the simulations. We find no resolution
dependence for the time-scales of close pair projected separations
Rproj, and so we focus only on the morphologies in this section.

In Fig. 6, we plot the difference between the standard resolution
simulation SbcPP and the highest resolution simulation SbcPP×10

as a function of time for all 11 viewing angles including the ef-
fects of dust. We find strong offsets in the half-light radii (R1/2) and
morphologies for a few time-steps immediately after the first pass
at 0.6 Gyr and immediately before the final merger at 1.7 Gyr, as
expected from small timing differences between the different simu-
lations. For the majority of time-steps, the mean differences between
G, C, and effective radii for the standard and high-resolution sim-
ulations are negligible but show significant scatter with viewing
angle after the first pass. M20, A and S do show systematic offsets
particularly for the initial undisturbed galaxies (t < 0.6 Gyr; dashed
vertical line in Fig. 6).

We compare the location of the brightest 20 per cent of the
pixels for the standard resolution and high-resolution images of
the initial discs in Fig. 7. Young star particles in the spiral arms of
the initial galaxies dominate the morphologies because they are
not adequately sampled in the fiducial simulations. Because star
formation is implemented by creating star particles whose mass
depends on the resolution of the simulation, the fiducial simulations
have fewer and brighter star clusters. For isolated and pre-merger
galaxies, most new star particle formation happens at star formation
surface densities close to resolution of the output images (!SFR ∼
0.03 M$ yr−1 kpc−2, for 105 M$ new star particles, images with
a spatial resolution ∼400 pc, and O/B star lifetimes ∼20 Myr;
see also fig. 3 in Cox et al. 2006). Therefore the new stars are
concentrated into a single particle within a single spatial resolution
element, and the stochastic formation of individual star particles
has a strong influence on the morphologies. As the numerical
resolution is increased and the mass of a new star particle decreases,
new stars are distributed over several particles. This decreases the
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Bulge/disk decompositions
An observer’s view of simulated galaxies 3

tails about the radiation transfer calculation, the reader is
referred to the above references.

To mimic the effects of a real observation, the sunrise

images were convolved with a circular Gaussian function
with FWHM of 1.5 pix, which corresponds to about 375
pc, or 0.75 arcsec, for a galaxy at a redshift of 0.03 and
a plate scale of 0.5 arcsec per pix. With the same goal, we
have multiplied these images by a factor such that their cen-
tral pixels have generally several thousand ADU, and also
added a background pedestal of 200 ADU. As a second step,
we perform a 2D bulge/disc/bar decomposition of the im-
ages using the budda code (Gadotti 2008). This allows us
to estimate the disc, bulge, and bar-to-total ratios, as well
as the disc scale-length, bulge effective radius, and bulge
Sérsic index, in such a way that they are directly compara-
ble to observed values. By combining results from the g and
i bands, we also obtain the integrated colours of all com-
ponents. The inclusion of bars is important since, as shown
in e.g. Gadotti (2008), neglecting them (when present) in
the modelling of galaxies can lead to large uncertainties in
the estimation of bulge parameters, and a systematic over-
estimation of the bulge-to-total ratio. In Table 1, we show
the results of the PD, and in Fig. 2 we show the decomposi-
tion results for the two galaxies shown in Fig. 1. There are
two cases, Aq-F-5 and Aq-H-5, for which a reliable decom-
position was not possible, as these systems present unusual
structural components. If these were real observations, these
two galaxies would probably be excluded from the discus-
sion. For completeness, we include these results, but they
are always highlighted to remind the reader that they might
not be reliable.

The kinematic decomposition (KD), which assigns stars
in the simulated galaxies to either a disc or a spheroidal
component, has been already used in S09, where a detailed
description of the method can be found. The decomposition
is based on the distribution of ε ≡ jz/jcirc, where jz is the
angular momentum of each star perpendicular to the disc
plane and jcirc is the angular momentum for a circular orbit
at the same radius. We combine the distribution of ε with
the radii of stars to define a disc component which does not
suffer from contamination of spheroid stars in the inner re-
gions (S09). The spheroidal component is defined by stars
that have not been tagged as disc stars and, as a result,
it includes not only bulge and stellar halo stars, but also
bar stars, when bars are present.1 In figures 3 and 4 of S09,
the distributions of ε and ε-vs-r are shown for the simu-
lated galaxies analysed here. Once disc and spheroid stars
are identified, we estimate the (mass-weighted) disc-to-total
(D/Tk, shown in Table 1) and spheroid-to-total (1-D/Tk)
ratios, and the half-mass radii for both components. In the
case of the disc, to be able to meaningfully compare the spa-
tial scale with that obtained with the PD, we convert the
half-mass radii into a disc scale-length, assuming an expo-
nential surface mass density profile. The relation is such that
the half-mass radius is 1.68 times the scale-length.

1 Visual inspection of the simulated galaxies indicates the pres-
ence of clear bars in some cases. This is confirmed by the results
of the photometric decomposition.

Figure 2. Results of the image decomposition (SDSS i band) for
Aq-C-5 (upper panel) and Aq-G-5 (lower panel): surface bright-
ness profiles of the simulated galaxies and the contribution of
the different model components, as indicated. Each point corre-
sponds to a single pixel (see Gadotti 2008 for details). Note that,
in Aq-G-5, the bar dominates over the bulge at all radii.

3 RESULTS

Amain result of this study is that the disc-to-total (D/T) ra-
tios obtained from the kinematic and photometric decompo-
sitions differ significantly (Table 1 and Fig. 3). In most cases,
the photometric D/T estimates are significantly higher than
the kinematic ones. According to the KD, galaxies with sig-
nificant disc components typically have D/T∼ 0.2 while the
photometric method yields estimates of 0.4−0.7. Moreover,
for those galaxies with kinematically not very massive discs
(D/T! 0.09), the photometric estimates can be as high as
∼ 0.4. Although the KD estimates concern mass, while those
from PD concern luminosity, this can not explain such a dis-
crepancy since the simulated images are in the SDSS i band
(meaning that differences in mass-to-light ratio between dif-
ferent components are small) and the colours of the compo-
nents are generally similar, as discussed below. In fact, we
find no significant difference when luminosity-weighted esti-
mates (in the SDSS i-band), calculated using the ages and
metallicities of stars as inputs for the Bruzual & Charlot
(2003) population synthesis models, are used (cf. open sym-
bols in Fig. 3). These results clearly indicate the importance
of comparing simulations with observations in an appropri-
ate manner. According to our results, estimates for disc-to-
total ratios obtained from a kinematic decomposition can
only be taken as lower limits for the observational estimates.

Another result of the photometric analysis is the detec-
tion of bars, which, when present, can be quite prominent,

c© 0000 RAS, MNRAS 000, 000–000
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Table 1. Merger remnant properties at z = 0.8 (shortly after
the merger) and at the present time.

z = 0 z = 0.8

Total mag i band −22.3 −22.7
Rd i band (kpc) 7.2 4
B/D i band 0.49 (0.65) 1.1 (1.4)
B/D (stellar mass) 0.87 1.16
g − r 0.5 0.4
SFR 2.2 M" yr−1 6 M" yr−1

Disc stellar mass 3.24 × 1010 2.07 × 1010

Note. Rd is the disc scalelength and B/D is the B/D light ratio
measured for the kinematically identified components. (B/D
ratios in parentheses are measured using a two-dimensional
photometric decomposition with GALFIT of the face-on projec-
tion of the light distribution). Total magnitudes and colours
have been measured in SDSS filters, including the effects of
dust (disc inclination 45◦), and in the AB system.

Particles on circular but inclined orbits (more than 30◦) are excluded.
To determine the angular momentum of a circular orbit, we used
the fully consistent potential of the total matter distribution. We
then determined the total energy for each particle, and measured a
corresponding angular momentum from that mapping.

Bulge and halo stars were then identified based on their radial
orbits and their binding energy (bulge stars being more bound). The
energy separation criteria between halo and bulge stars corresponds
to the radius at which the spheroid mass profile changes slope (halo
stars having a shallower profile than bulge stars) and in our simulated
galaxy sample separates an older and metal poor population (the
halo) from bulge stars that are more metal rich. Halo stars contribute
a fraction (∼15 per cent) of the total stellar mass within the virial
radius of the galaxy, but the halo central density is two orders of
magnitude lower than that of the bulge. Hence, the details of the
bulge/halo decomposition do not change our conclusions. At z =
0, the kinematically identified disc, bulge and halo stellar masses
are, respectively, 3.4, 2.7 and 1. × 1010 M". We then imaged each
separate component using SUNRISE and measured their structural
parameters using the unreddened images. We focused on a structural
analysis of the unreddened components, avoiding the additional
layer of complexity given by the details of the dust distribution,
which will be explored in future papers with a larger number of
galaxies. However, we have verified that our findings do not change
if the reddened images are used instead.

How and when did the disc reform after the last major merger
at z = 0.8? The stellar disc and bulge components were identified
at different redshifts after the last major merger event. To better
understand the B/D ratio evolution of the merger remnant, we mea-
sured B/D ratio in three different ways. We used the kinematic
decomposition to find (i) the stellar mass ratio of the bulge and
disc components and (ii) their relative flux ratio in the i unreddened
band. Then, we analysed the unreddened, face-on two-dimensional
light distribution created by SUNRISE using all the galaxy star parti-
cles (including halo particles) with GALFIT (Peng et al. 2002) to find
(iii) the B/D ratio as determined by a fit to the surface brightness
profile. Fig. 3 shows how the i-band disc scalelength and the B/D
ratio evolve with time. Shortly after the merger event, the disc com-
ponent is already visible edge-on, then the bulge component fades
relative to the disc and the disc becomes more extended. At z <

0.4, or about 3.5 Gyr after the merger, the disc dominates both in
terms of the light contribution and the B/D ratio decreases further
by z = 0. All measurements agree on the same trend of B/D ratio

Figure 3. Lower panel: time evolution of the cold disc gas (T < 4 × 104 K)
scalelength and the stellar disc scalelength (measured in the unreddened
i band) of the final merger remnant. Upper panel: the B/D ratio for the final
remnant as a function of redshift. Dashed line: stellar masses. Dotted line:
B/D light ratio (unreddened i band) with a GALFIT decomposition based on
the two-dimensional, face-on light profile. Continuous line: B/D light ratio
(unreddened i band) of the kinematically defined disc and bulge components.

decreasing with time. At the present time, the disc extends almost
far as 20 kpc in radius from the galaxy centre and the stellar disc
scalelength Rd is 7.8 and 7.2 kpc in the B and i bands, respectively
(Fig. 3), consistent with observations of real galaxies that show
larger Rd in bluer bands. Smaller B/D ratios are obtained using the
light distribution, more sensitive to the younger ages of disc stars.
At z = 0, the B/D ratio stellar mass ratio of the kinematically de-
fined components is 0.87, but the unreddened i-band light ratio is
only 0.49. GALFIT shows the steepest trend with age, and shortly af-
ter the merger it underestimates the disc component, if by less than
20 per cent. GALFIT gives a fairly precise estimate of the light-
weighted B/D ratio when the stellar disc becomes dominant.

Soon after the merger, the cold gas disc increases its size by
nearly a factor of 2 as the new infalling gas settles on high angular
momentum orbits. The angular momentum of the present-day disc
baryons is mostly acquired at high z (Fig. 4) as predicted in analyt-
ical models (Quinn & Binney 1992) with a fraction of it transferred
to the DM halo during the last major merger. As this gas is gradually
converted into stars, the stellar disc also grows in size; however, the
cold gas disc remains significantly more extended than the stellar
one. Shortly after the merger, the (unreddened i band) disc scale-
length is 4 kpc, at the present time it is almost twice as large, with
only minor warping (Fig. 7). Most likely due to the late assembly
of its younger component, this is a fairly extended disc for galaxies
of this mass, more extended than many discs formed in cosmologi-
cal simulations where the assembly history of the galaxy was more
‘quiet’. Encouragingly, we verified that the structural properties of
the bulge and disc do not change much if they are measured using
GALFIT on the global unreddened two-dimensional light distribution,
i.e. without a prior knowledge of the kinematic decomposition.
With GALFIT, the i-band Rd is 6.8 kpc, a 5 per cent difference. GALFIT

finds systematically larger B/D ratios, but only by 20 per cent or
less. However, B/D ratios decrease if the GALFIT fitting is done on
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Identifying high-redshift populations

Test if simulated merging 
galaxies would be 
selected as DOGs (Dust 
Obscured Galaxies) or 
SMGs (Submillimeter 
Galaxies)

6 Desika and the Dog Pound
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Figure 2. Evolution of star formation rate, black hole accretion rate, and
bolometric luminosity for fiducial merger model DOG10. The bolometric
luminosity includes contributions from both stars and black holes. The yel-
low shaded region shows when the galaxy would be selected in a F24> 300
µJy flux limited survey.The SFR, black hole accretion and luminosity all
peak near when the galaxy is undergoing final coalescence. It is during this
time that the galaxy system is expected to peak in infrared luminosity.

the galaxies inspiral toward final coalescence. As such, by the time
of coalescence, the galaxy system builds up a ∼1011 M" bulge
(Narayanan et al. 2009b).

When the galaxies approach for final coalescence, tidal
torquing on the gas funnels large quantities into the nucleus of the
merged system (Barnes & Hernquist 1991, 1996; Mihos & Hern-
quist 1994, 1996; Springel et al. 2005), inducing a massive ∼1000
M"yr−1 starburst. Concomitantly, inflows fuel central black hole
accretion. In the mergers modeled here, the black hole accretion
rate can approach ∼1-2 M"yr−1. The associated AGN feedback
contributes to terminating the starburst, and may render the galaxy
optically luminous for a short period of time as it clears columns of
obscuring gas (Springel et al. 2005; Hopkins et al. 2005a,b). The
contribution of newly formed stars and an embedded AGN drive
the ∼1013L" bolometric luminosity during the merger. It is dur-
ing the final merger, when the starburst, black hole accretion rate
and bolometric luminosity are all near their peak (T ≈ 0.65-0.75
Gyr, Figure 2) that we expect the model galaxy to peak in infrared
luminosity (Jonsson et al. 2006; Younger et al. 2009; Narayanan
et al. 2009b).
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Figure 3. 24/R light curve for fiducial model DOG10, modeled at z=2. The
blue/red line is the 24/R ratio as a function of time, and the color in this line
denotes when the galaxy may be visible as a bump DOG (blue) or PL DOG
(red). (See § 3.3 for a discussion regarding the transition from bump to PL
DOG). The green horizontal line shows the nominal 24/R> 1000 selection
criteria for DOGs, and the yellow shaded region shows when the galaxy’s
24 µm flux density is above a fiducial limit of 300 µJy. The black filled star
and circle near the top show when the star formation rate and black hole
accretion rates peak, respectively. As the galaxies inspiral (T = 0.2 − 0.6
Gyr), the system would be selected as a relatively red galaxy, though just
below the nominal DOG selection criteria. Upon final coalescence, when
the starburst and AGN growth both peak, the 24 µm flux density peaks,
and the galaxy appears at its reddest. During this time, the galaxy may be
selected as a DOG. Near the beginning of final coalescence, the mid-IR
continuum is dominated by the rest-frame 1.6 µm stellar bump, and the
DOG is a bump DOG. As the merger progresses, the DOG transitions to a
PL DOG (see text for details).

3.2 The Evolution of the 24/R Ratio in Mergers

In Figure 3, we plot the evolution of the 24/R ratio for fiducial
merger DOG10 set at z=2. As a reminder, Figures 1 and 2 serve as
a reference for the morphology, black hole accretion rate, SFR, and
bolometric luminosity for this galaxy. The green horizontal line de-
notes the nominal 24/R criteria for DOG selection, and the yellow
shaded region shows when the galaxy could be detected above the
nominal F24>300 µJy detection threshold at z=2. We additionally
note when the galaxy would be a bump DOG, and when it would be
a PL DOG (as colors in the 24/R ratio curve), but defer discussion
of this aspect of the galaxy’s evolution to § 3.3.

Massive mergers at high redshift naturally produce DOGs dur-
ing their final coalescence. The observed 24 µm thermal emission
comes from two sources. During the inspiral phase, warm dust in
the diffuse ISM dominates the 24 µm emission. At times of ele-
vated SFR (e.g. during final coalescence; T ≈ 0.65 Gyr), HII re-
gions additionally contribute a substantial fraction of the observed
24 µm emission. Thus, during final coalescence when the starburst
peaks, the 24/R ratio concomitantly peaks and renders the galaxy
selectable as a DOG1 (Figures 1 and 3). As the pressure-driven

1 We note that while the rest-frame 7.7 and 8.6 µm PAH features con-
tribute to the observed 24 µm flux density at z=2, tests turning off the PAH
template show that merger DOG10 still forms a DOG, regardless of the
inclusion of PAHs.
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Summary

Sunrise is a useful tool for making 
observational predictions from simulated 
galaxies
Outputs match properties of observed 
galaxies well, but some discrepancies exist
Real galaxies make up a more diverse set 
than the simulations

Simulated galaxy population or dust 
properties?

I hope you now have a good grasp of what 
Sunrise is capable of and how to use it
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