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Welcome to
Project ACORA!
We investigate
galaxy formation
with high-
resolution
simulations and
compare the results across code platforms and with
observations. This is a massive inter-institutional
effort by 104 participants from 51 institutions
worldwide (as of Mar. 2014). We welcome anybody
who is interested in participating in the Project.
Click the image on the right to see the one-slide
introduction of the Project. For the consensus
reached at the Starting Workshop and the working
groups formed, please visit here.

Project Announcements & News

Fifth AGORA Web Conference + yt-AGORA
Workshop (Mar. 23-25) This post is to announce
that the 5th Web Conference of the AGORA Project will
be held on Mar. 25, 2014 (Tue, 10am PDT/6pm CET),
tentatively, via SeeVogh. Note ...

Posted Feb 10, 2014, 6:19 PM by Ji-hoon Kim

Fourth Web Conference: Discussed Items Dear
All, Thank you very much for your participation in the
4th Web Conference of the AGORA Project today. With
30+ people joining, we had another very productive
session. Please ..

Posted Dec 13, 2013, 12:32 PM by Ji-hoon Kim

AGORA Flagship Paper Accepted / Press
Releases The Flagship paper was accepted by the
ApJS in November 2013, and published in January
2014 (local version). The published version of the




AGORA Assembling Galaxies of Resolved Anatomy

A High-resolution Galaxy Simulations Comparison Initiative To Tackle Longstanding Challenges in Galaxy Formation

Steering Committee: Piero Madau & Joel Primack (UCSC), co-chairs; Tom Abel (Stanford), Nick
Gnedin (Chicago), Romain Teyssier and Lucio Mayer (Zurich), James Wadsley (McMaster)

High-res Galaxy Simulations

Guedey/GASOLINE

Kin/ENIO

o AGORA First light: Flagship paper by Jihoon Kim et al. (arXiv:1308.2669; www.AGORAsimulations.org)

AGORA Comparison Infrastructure

Enabling ART-l (NMSU)

Technology .
MUSIC ART-lI (Chicago

(O. Hahn) ENZO

GADGET

Common GASOLINE
Initial
Conditions RAMSES

Common Astrophysics

4 Halo | ~
Masses: Cooling, Star
IOg M. (Ms) = ‘ UVBockgrnd' Formation+
10,11, 12, 13 Stellar IMF, Feedback

SNe Yields Prescription

2 Merger
Histories:
Quiescent,

Violent Enabling Calibrated
Technology: Using
GRACKLE Isolated Disk
(8. Smith) Simulation

ApJS, 210, 14 (2014)

Enabling
Technology:

vt
(M. Turk)

Science-
driven
Comparison
Across

Codes

Compare
Also With
Observations

AGORA Goal & Team

o GOAL: A multiplatform study to
raise the realism and predictive
power of high-resolution (<100 pc)
galaxy simulations collectively

o TEAM: 4 task working groups
and 9+ science working groups,

94 participants from 47 institutions
as of 2nd Workshop, Aug. 2013

o DATA SHARE: Simulation data
will be radpily available to public

* Project funded in part by:



AGORA High-Resolution Simulation Comparison

Initial Conditions for Simulations
MUSIC galaxy masses at z~0:~10'%, 10, 10'2, 10'3 Mg

with both quiet and busy merging trees
isolation criteria agreed for Lagrangian regions
Isolated Spiral Galaxy at z~1: ~10'2 Mg

Astrophysics that all groups will include
UV background (Haardt-Madau 2012), Grackle
cooling code, stellar IMF, supernovea metal yields

Tools to compare simulations based on yt, to be available
for all codes used in AGORA

Images and SEDs for all timesteps from yt " Sunrise

www.AGORAsimulations.org
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Key Earlier Galaxy Simulation Comparison

The Aquila comparison Project: The Effects of Feedback and
Numerical Methods on Simulations of Galaxy Formation

C. Scannapieco,’ M. Wadepuhl,? O.H. Parry,34 J.F. Navarro,® A. Jenkins, V. Springel,®” R. Teyssier,3% E. Carlson,’® H.M.P. Couchman,
R.A. Crain,'?13 C. Dalla Vecchia,'* C.S. Frenk,3 C. Kobayashi,'>'® P. Monaco,'”'8 G. Murante,’”'® T. Okamoto0,?° T. Quinn,'® J. Schaye,'3
G. S. Stinson,?! T. Theuns,?2 J. Wadsley,"" S.D.M. White,? R. Woods" 2012 MNRAS 423. 1726

ABSTRACT

We compare the results of various cosmological gas-dynamical codes used to simulate the
formation of a galaxy in the ACDM structure formation paradigm. The various runs (thirteen in
total) differ in their numerical hydrodynamical treatment (SPH, moving-mesh and AMR) but share
the same initial conditions and adopt in each case their latest published model of gas
cooling, star formation and feedback. Despite the common halo assembly history, we find
large code-to-code variations in the stellar mass, size, morphology and gas content of the
galaxy at z = 0, due mainly to the different implementations of star formation and
feedback. Compared with observation, most codes tend to produce an overly massive
galaxy, smaller and less gas-rich than typical spirals, with a massive bulge and a declining
rotation curve. A stellar disk is discernible in most simulations, although its prominence varies
widely from code to code. There is a well-defined trend between the effects of feedback and the
severity of the disagreement with observed spirals. In general, models that are more effective
at limiting the baryonic mass of the galaxy come closer to matching observed galaxy
scaling laws, but often to the detriment of the disk component. Although numerical
convergence is not particularly good for any of the codes, our conclusions hold at two different
numerical resolutions. Some differences can also be traced to the different numerical techniques;
for example, more gas seems able to cool and become available for star formation in grid-based
codes than in SPH. However, this effect is small compared to the variations induced by different
feedback prescriptions. We conclude that state-of-the-art simulations cannot yet uniquely
predict the properties of the baryonic component of a galaxy, even when the assembly
history of its host halo is fully specified. Developing feedback algorithms that can
effectively regulate the mass of a galaxy without hindering the formation of high-angular
momentum stellar disks remains a challenge.



Aquila Comparison Project

Code Reference Type UV background Cooling Feedback
(zuy)  (spectrum)
G3 (GADGET3) 1] SPH 6 [10] primordial [13] SN (thermal)
G3-BH (1] SPH 6 [10] primordial [13] SN (thermal), BH
G3-CR (1] SPH 6 [10] primordial [13] SN (thermal), BH, CR All Slmulatlons
G3-CS 2] SPH 6 (10] metal-dependent [14] SN (thermal) share the same
G3-TO (3] SPH 9 1] clement-by-clement [15] SN (thermal+kinetic) initial conditions
G3-GIMIC 4] SPH 9 [11] element-by-element [15) SN (kinetic) a zoomed-in
G3-MM 5] SPH 6 (10] primordial [13] SN (thermal) reS|ml.:||at|On Of the
, ‘ Aquarius Project
G3-CK 6) SPH 6 [10] metal-dependent [14) SN (thermal) “ ”
halo “Ag-C”.
GAS (GASOLINE) 7] SPH 10 (12 metal-dependent [16) SN (thermal)
R (RAMSES) 8] AMR 12 (10] metal-dependent [14) SN (thermal)
R-LSFE 8] AMR 12 [10] metal-dependent [14] SN (thermal)
R-AGN 8] AMR 12 [10] metal-dependent [14] SN (thermal), BH
AREPO 9] Moving Mesh 6 [10] primordial [13] SN (thermal)
Code Iy mpM Moas Softening . . . C el
/) 0]  [109We] €20 (kpc]  2ns Most stars form in galactic disks, so realistic
o simulations should resolve disks. The scale
G3-BH : . ,
o 016 0o o o . height of the MWy disk is about 100 pc. It’s
Gece an (33 (14) (0 better yet to resolve GMCs, |0s of pc.
3-
Arepo . . .
Softening is 500 pc or worse (fixed in
G3-TO 0.18 2.1 0.5 0.5 3 ) . _
G3-GIMIC (17) (3.7) (1) 3) comoving coordinates at z = Zfi).
G3-MM 0.16 2.2 0.4 0.7 2
(17) (3.3) (1.4) (2)
GAS 0.18 2.1 0.5 0.46 8
(17) (3.7) (0.9) (8)
R 0.16 1.4 0.2 0.26 9 Softening is 260 pc (fixed in comoving
R-LSFE 11 1.8 0.5 9 . -
RAGN () (18) 0% © coordinates at zfx = 9)
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Aquila Comparison Project
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AGORA High-Resolution Simulation Comparison
AGORA Goals

(1) Inaugurate framework to compare high-resolution galaxy simulations (with
resolution better than ~100 parsecs) across different high-resolution numerical
platforms

(2) Establish cosmological and isolated disk initial conditions and shared astrophysics
so each participating group can run a suite of simulations

(3) Maintain the collaboration online (telecon+webpage) between the in-person
meetings

(4) Compare simulations with each other, with theory, and with observations
(5) Produce a set of simulation comparisons and scientific papers starting ~ 2014

AGORA Is Timel

We are launching this project at the time when severaM<ey technologies have just
become available including

the MUIti-Scale Initial Conditions generator (MUSIC),

the new UV-background model CUBA,

the new Grackle hydro cooling code,

several of the simulation codes, and

the yt code for analyzing the outputs from all the simulations in a parallel way,
including using Nvidia GPUs to generate visualizations on the fly.

This project will be state-of-the-art, and it will surely advance the entire field of
galaxy simulations.



THE ASTROPHYSICAL JOURNAL SUPPLEMENT SERIES, 210:14 (20pp), 2014 January

THE AGORA HIGH-RESOLUTION GALAXY SIMULATIONS COMPARISON PROJECT

Ji-HoON Kim!, ToM ABEL?, OsCAR AGERTZ>"*, GREG L. BRYAN’, DANIEL CEVERINO®, CHARLOTTE CHRISTENSEN’,
CHARLIE CoNROY!, AvisHAT DEKEL®, NickoLAY Y. GNEDIN>"?-19. NATHAN J. GoLDBAUM', JAVIERA GUEDES!!, OLIVER HAHN!!,
ALEXANDER HoBss!!, PHILIP F. Hopkins'?13, CAMERON B. HUMMELS’, FRANCESCA IaNNUZZI'*, DusaN KERES !,
ANATOLY KLYPIN!®, ANDREY V. KRAVTSOV?'10, MARK R. KRUMHOLZ', MIcHAEL KUHLEN'"'3, SAMUEL N. LEITNER!,
PiEro MADAU!, Lucio MAYER'®, CHRISTOPHER E. MooDY!, KENTARO NAGAMINE!'?2?, MICcHAEL L. NORMAN', JoSE ONORBE?!,

BriaN W. O’SHEA??, ANNALISA PiLLEPICH!, JOEL R. PRIMACK??, THOMAS QUINN?*, JUSTIN I. READ*, BRANT E. ROBERTSON’,

MiGUEL RocHA?!, DoucrLas H. Rubp'?"?, SUING SHEN', BRITTON D. SMITH?2, ALEXANDER S. SZALAY?®, ROMAIN TEYSSIER'®,

ROBERT THOMPSON’'!?, KEITA TODOROKI'?, MATTHEW J. TURK’, JAMES W. WADSLEY?’, JouHN H. WIsg?®, AND ADI ZoLoTOV®
FOR THE AGORA COLLABORATION?’

ABSTRACT

We introduce the Assembling Galaxies Of Resolved Anatomy (AGORA) project, a comprehensive numerical
study of well-resolved galaxies within the ACDM cosmology. Cosmological hydrodynamic simulations with force
resolutions of ~100 proper pc or better will be run with a variety of code platforms to follow the hierarchical
growth, star formation history, morphological transformation, and the cycle of baryons in and out of eight galaxies
with halo masses M, ~ 10'°, 10'!, 10'%, and 10'* M at z = 0 and two different (“violent” and “quiescent”)
assembly histories. The numerical techniques and implementations used in this project include the smoothed particle
hydrodynamics codes GADGET and GASOLINE, and the adaptive mesh refinement codes ART, ENzO, and RAMSES.
The codes share common 1nitial conditions and common astrophysics packages including UV background, metal-
dependent radiative cooling, metal and energy yields of supernovae, and stellar initial mass function. These are
described 1n detail in the present paper. Subgrid star formation and feedback prescriptions will be tuned to provide
a realistic interstellar and circumgalactic medium using a non-cosmological disk galaxy simulation. Cosmological
runs will be systematically compared with each other using a common analysis toolkit and validated against
observations to verify that the solutions are robust—i.e., that the astrophysical assumptions are responsible for any
success, rather than artifacts of particular implementations. The goals of the AGORA project are, broadly speaking,
to raise the realism and predictive power of galaxy simulations and the understanding of the feedback processes
that regulate galaxy “metabolism.” The initial conditions for the AGORA galaxies as well as simulation outputs
at various epochs will be made publicly available to the community. The proof-of-concept dark-matter-only test
of the formation of a galactic halo with a z = 0 mass of M; >~ 1.7 x 10'! M by nine different versions of the
participating codes is also presented to validate the infrastructure of the project.



0>

: *
| Gadget3-AFs)

DM Density (g/cm®)




10-23

E—E  ART-II
Enzo
Gadget2-CFS
Gadget3
44  Gadget3-CFS ||
Gadget3-AFS
—> Gasoline

&—® Pkdgrav2

1024 K Rt e i b ,,,,,,,,,,,,,,,,,,,,,,,,, .

0725 | oo e i s e i SRR i i T e Ramses

10728 o et S e i OO e e s R i

Dark Matter Density p [g/cm? |

1027k e eemnensanss e mmnna e e tne s e e S SO ‘

1028F ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, ,,,,, B,

10-29

Residual, (p— <p>)/<p>

Radius [kpc]

Top: a composite radial profile of dark matter density
centered on the target halo at z = 0 formed in the proof-of-
concept dark-matter-only tests by nine different versions
of the participating codes. Each profile is generated with
the common analysis toolkit yt. Bottom: fractional
deviation from the mean of these profiles.

Gadget3-AFS

Gasoline

Compilation of nine maps of density-weighted projection of
squared dark matter density from the proof-of-concept dark-matter-
only tests by nine different versions of the participating codes in
200 h—1 kpc boxes at z = 0. The field of view for each panel
approximately matches the extent of the virial radius of the host
halo (Rvir = 150 kpc). Panels generated on the common analysis yt

platform.



Just one big problem:
like the blind men studying
only parts of the elephant but
whose observational results
are not consistent for the entire
animal, astrophysicists have
been able to model only parts
of the universe because of
limits to computational power.
And the computer models
have been inconsistent. Yet
reproducibility 1s a
fundamental principle of the
scientific method: only if a
result from an experiment can
be independently reproduced
by other scientists can it be
regarded as robust.

Now, a new ambitious
multiyear international project
AGORA 1s figuring out how to
reveal the entire elephant--and
also discern which of the
inconsistencies are due to
complexities of astrophysics
versus computational 1ssues.

AstroShort

You know the familiar fable about the blind men trying
to discern the nature of an elephant simply from feeling the
animal with their hands: one at the side of the clephant
thought it was like a wall, one at the trunk thought it was
like a snake, and one at the tail thought it was like a rope.
Each accurately perceived the elephant in part, but their
tactile observations were inconsistent with one another.

Astronomers are much in the same position in trying to
discem the nature of the Universe. Most of the gravitating
mass in the cosmos is cold dark matter—a slowly moving,
weakly interacting clementary particle that holds together
both individual galaxics such as our own Milky Way as
well as entire clusters of hundreds of galaxies. But humans
are blind to it: dark matter does not emit light or other elec-
tromagnetic radiation.

Thus, astrophysicists
must rely on two tools to
discern dark matter’s
nature: 1) observations of
visible ordinary matter
(which scientists call
baryonic matter) that
reveal dark matter's ef-
fects, and 2) supercom-
puter simulations to
“reverse engineer” and
test ideas of how dark
matter might interact
with ordinary matter to
form galaxies.

Just one big problem:

Differences in supercompuler simu
lations o be compared in the AGO
RA project are clearly evident in this
test galaxy produced by eack of nine  liKe the blind men study-

different versions of participating ing only parts of the cle-
codes using the same astropkysics phant but whose observa-
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can it be regarded as robust.

Now, a new ambitious multiyear international project

¥ is figuring out how v » i —
AGORA is figuring out how to reveal the entire clephant
and also discern which of the inconsistencies are due to
complexities of astrophysics versus computational issues.

The challenge of scales

One major challenge, for example, has been numerically
modeling astrophysical processes over the vast range of size
scales in the Universe—all the way from the formation of
individual stars to the formation of galaxies to the formation

AGORA: Seecing the Invisible Elephant

Trudy Bell

of the cosmic web of large-scale structure in the cosmos. At
small scales, computational models can calculate such de-
tails as shock waves from supemova explosions, turbulence,
and chemical composition of gas and dust with a resolution
(ability to discern details) the size of our solar system. At
gigantic scales, cosmological simulations trace the evolu-
tion of the cosmic web in volumes hundreds of millions of
lightyears across. At such scale, even the biggest supercom-
puters have been limited to handling just gravitational inter-
actions of dark marter, if calculations are to be completed in
reasonable time (months) and at affordable cost.

And in the real Universe, both size scales interact: local
star formation within individual galaxies is activated or
quenched by the way galaxics “breathe” in and out the gase-
ous intergalactic medium. Often computational simulations
do not create realistic-looking galaxies with the right pro-
portion of stars in the ceatral bulge compared with the flat
disk or the right amount of clumpiness.

Major international collaboration

Now supercomputers are starting to have the computa-
tional power to simulate large regions of the cosmos with
sufficient resolution and realism to create galaxics that look
like ones actually observed. AGORA—an ancient Greek
word for meeting place, and an acronym for Assembling
Galaxies of Resolved Anatomy—aims to understand and
resolve inconsistencies revealed among simulations.

AGORA got its start in a kick-off workshop at the Uni-
versity of California, Santa Cruz, in August 2012, under the
sponsorship of the University of California High-
Performance AstroComputing Center (UC-HIPACC). A
second workshop was held at UCSC in August 2013.

AGORA, a collaboration of more than 90 astrophysicists
and computational modelers in over 40 institutions in cight
nations, is described in a flagship paper by Ji-hoon Kim and
45 co-authors that has been accepted for publication in The
Astrophysical Journal Supplement. The collaborators have
set up methodology to compare and contrast the results with
nine variants of different codes (programs for computer
simulations), which numerically handle the physics and the
computation in significantly different ways. Although not
the first comparison of supercomputer simulations of galaxy
evolution, AGORA is the most comprehensive and the
highest-resolution (finest detail). The project is expected to
be completed in 20135 and result in many papers. Stay
wned! —~Trudy E. Bell, MA.
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Project AGORA Workspace Competitive Cooperation

Task-oriented WGs
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Welcome!

Welcome to AGORA Workspace! If you are looking
for the common ICs and examples of common analysis
yt scripts used in the Project, see these quick links.

This is a Wik

This workspace is a Wiki with a WYSIWYG interface. A
registered collaboration member has a full permission
to edit the content of the entire webpage. You may
learn how to use this interface here. We ask the
members to respect each other's contribution, and
restrain themselves from an invasive change.

Because this page is hosted by Google without charge,
we do not have a lot of disk space (only 100 MB
available). If you'd like to share a big file in your
working group, we kindly ask you to post only the link
to the file that is stored locally in your institutions.

Collaboration Blog

AGORA Flagship Paper Accepted / Press
Releases The Flagship paper was accepted by the Ap)S
in November 2013, and published in January 2014 (local
version). The published version of the manuscript is also
available on the ...

Posted Mar 5, 2014, 9:29 AM by Ji-hoon Kim

One-slide Introduction of
AGORA Thanks greatly to the help of
Fabio Governato and Piero Madau, we
have created a one-slide introduction of
the AGORA Project. Please feel free to
use this slide in ...

Posted Sep 6, 2013, 6:07 PM by Ji-hoon Kim

Quick Links Quick links for the new members of the
ACORA Project. Contact us if you have any question![1]
Common Physics Package: - Described in Section 3 of
the Flagship paper[arXiv ...

Posted Sep 6, 2013, 6:09 PM by Ji-hoon Kim

Showing posts 1 - 3 of 7. View more »



www.AGORAsimulations.org

AGORA Task-Oriented Working Groups

Working Group

Objectives and Tasks

T1 | Common Astrophysics | UV background, metal-dependent cooling, IMF, metal yields
T2 ICs: Isolated common initial conditions for isolated low-z disk galaxies
T3 ICs: Cosmological common initial conditions for cosmological zoom-in simulations
support yt and other analysis tools, define quantitative
T4 Common Analysis and physically meaningful comparisons across simulations
AGORA Science Working Groups
Working Group Science Questions (includes, but not limited to)
Isolated Galaxies and tune the subgrid physics across platforms to produce similar
S1 Subgrid Physics results for similar astrophysical assumptions
S2 Dwarf Galaxies simulate ~10'Y M halos, compare results across all platforms
S3 Dark Matter radial profile, shape, substructure, core-cusp problem
S4 Satellite Galaxies effects of environment, UV background, tidal disruption
S5 | Galactic Characteristics | surface brightness, stellar properties, metallicity, images, SEDs
S6 Outflows outflows, circumgalactic medium, metal absorption systems
S7 | High-redshift Galaxies cold flows, clumpiness, kinematics, Lyman-limit systems
S8 Interstellar Medium galactic interstellar medium, thermodynamics
S9 Massive Black Holes black hole growth and feedback in galactic context
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Thanks to the National Energy Research Scientific
Computing (NERSC) Center at LBL ...

We have 100 TB of workspace for 10 AGORA simulation teams,
and 5M cpu-hrs to analyze simulations using yt to create images
and videos on the fly using GPUs, and to produce Sunrise images
of simulated galaxies including stellar evolution and scattering,
absorption, and reemission of light by dust. Each team has agreed
to store 200 time steps at agreed scale factors, and each will
make their results available to the collaboration when they are
satisfied that they are ready. The science working groups will
compare simulations with each other, with fundamental theory,
and with observations. The Steering Committee is helping to
keep the AGORA project focused on cooperation, getting quick
results, and making our simulations widely available. Most of the
science working groups are led by young astrophysicists, who are
eager to write papers quickly. | hope that AGORA will be a
model for future efforts at competitive coopertation.



