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Assembling Galaxies of Resolved Anatomy

Steering Committee: Piero Madau & Joel Primack (UCSC), co-chairs; Tom Abel (Stanford), Nick 
Gnedin (Chicago), Romain Teyssier and Lucio Mayer (Zurich), James Wadsley (McMaster)

ApJS, 210, 14 (2014) 



AGORA High-Resolution Simulation Comparison

Initial Conditions for Simulations 
   MUSIC galaxy masses at z~0: ~1010, 1011, 1012, 1013 M
     with both quiet and busy merging trees
     isolation criteria agreed for Lagrangian regions 
   Isolated Spiral Galaxy at z~1:  ~1012 M

⦿

Astrophysics that all groups will include
    UV background (Haardt-Madau 2012), Grackle
    cooling code, stellar IMF, supernovea metal yields

Tools to compare simulations based on yt, to be available 
     for all codes used in AGORA
Images and SEDs for all timesteps from yt ➠ Sunrise 

⦿

www.AGORAsimulations.org

http://www.AGORAsimulations.org
http://www.AGORAsimulations.org


The Aquila comparison Project: The Effects of Feedback and 
Numerical Methods on Simulations of Galaxy Formation
C. Scannapieco,1 M. Wadepuhl,2 O.H. Parry,3,4 J.F. Navarro,5 A. Jenkins,3 V. Springel,6,7 R. Teyssier,8,9 E. Carlson,10 H.M.P. Couchman,11

R.A. Crain,12,13 C. Dalla Vecchia,14 C.S. Frenk,3 C. Kobayashi,15,16 P. Monaco,17,18 G. Murante,17,19 T. Okamoto,20 T. Quinn,10 J. Schaye,13

G. S. Stinson,21 T. Theuns,3,22 J. Wadsley,11 S.D.M. White,2 R. Woods11  

ABSTRACT
We compare the results of various cosmological gas-dynamical codes used to simulate the 
formation of a galaxy in the ΛCDM structure formation paradigm. The various runs (thirteen in 
total) differ in their numerical hydrodynamical treatment (SPH, moving-mesh and AMR) but share 
the same initial conditions and adopt in each case their latest published model of gas 
cooling, star formation and feedback. Despite the common halo assembly history, we find 
large code-to-code variations in the stellar mass, size, morphology and gas content of the 
galaxy at z = 0, due mainly to the different implementations of star formation and 
feedback. Compared with observation, most codes tend to produce an overly massive 
galaxy, smaller and less gas-rich than typical spirals, with a massive bulge and a declining 
rotation curve. A stellar disk is discernible in most simulations, although its prominence varies 
widely from code to code. There is a well-defined trend between the effects of feedback and the 
severity of the disagreement with observed spirals. In general, models that are more effective 
at limiting the baryonic mass of the galaxy come closer to matching observed galaxy 
scaling laws, but often to the detriment of the disk component. Although numerical 
convergence is not particularly good for any of the codes, our conclusions hold at two different 
numerical resolutions. Some differences can also be traced to the different numerical techniques; 
for example, more gas seems able to cool and become available for star formation in grid-based 
codes than in SPH. However, this effect is small compared to the variations induced by different 
feedback prescriptions. We conclude that state-of-the-art simulations cannot yet uniquely 
predict the properties of the baryonic component of a galaxy, even when the assembly 
history of its host halo is fully specified. Developing feedback algorithms that can 
effectively regulate the mass of a galaxy without hindering the formation of high-angular 
momentum stellar disks remains a challenge.

2012 MNRAS 423, 1726

Key Earlier Galaxy Simulation Comparison



Aquila Comparison Project

Softening is 500 pc or worse (fixed in 
comoving coordinates at z = zfix).

Softening is 260 pc (fixed in comoving 
coordinates at zfix = 9)

Most stars form in galactic disks, so realistic 
simulations should resolve disks.  The scale 
height of the MWy disk is about 100 pc.  It’s 
better yet to resolve GMCs, 10s of pc.

All simulations 
share the same 
initial conditions   
a zoomed-in 
resimulation of the 
Aquarius Project 
halo “Aq-C”.



Mstellar vs Mvir Tully-Fisher Relation

Aquila Comparison Project 

Circular velocity at stellar half-mass radius.

DM only

Curves track evolution z = 2 to 0.

observed at z =
 0
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Comparison 

Project 
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C. Scannapieco 2009



We are launching this project at the time when several key technologies have just 
become available including 
     the MUlti-Scale Initial Conditions generator (MUSIC),
     the new UV-background model CUBA,
     the new Grackle hydro cooling code, 
     several of the simulation codes, and
     the yt code for analyzing the outputs from all the simulations in a parallel way,
        including using Nvidia GPUs to generate visualizations on the fly. 
This project will be state-of-the-art, and it will surely advance the entire field of 
galaxy simulations.

AGORA High-Resolution Simulation Comparison
AGORA Goals

(1) Inaugurate framework to compare high-resolution galaxy simulations (with 
resolution better than ~100 parsecs) across different high-resolution numerical 
platforms
(2) Establish cosmological and isolated disk initial conditions and shared astrophysics 
so each participating group can run a suite of simulations
(3) Maintain the collaboration online (telecon+webpage) between the in-person 
meetings
(4) Compare simulations with each other, with theory, and with observations
(5) Produce a set of simulation comparisons and scientific papers starting ~ 2014

AGORA Is Timely 
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ABSTRACT

We introduce the Assembling Galaxies Of Resolved Anatomy (AGORA) project, a comprehensive numerical
study of well-resolved galaxies within the ΛCDM cosmology. Cosmological hydrodynamic simulations with force
resolutions of ∼100 proper pc or better will be run with a variety of code platforms to follow the hierarchical
growth, star formation history, morphological transformation, and the cycle of baryons in and out of eight galaxies
with halo masses Mvir # 1010, 1011, 1012, and 1013 M$ at z = 0 and two different (“violent” and “quiescent”)
assembly histories. The numerical techniques and implementations used in this project include the smoothed particle
hydrodynamics codes Gadget and Gasoline, and the adaptive mesh refinement codes Art, Enzo, and Ramses.
The codes share common initial conditions and common astrophysics packages including UV background, metal-
dependent radiative cooling, metal and energy yields of supernovae, and stellar initial mass function. These are
described in detail in the present paper. Subgrid star formation and feedback prescriptions will be tuned to provide
a realistic interstellar and circumgalactic medium using a non-cosmological disk galaxy simulation. Cosmological
runs will be systematically compared with each other using a common analysis toolkit and validated against
observations to verify that the solutions are robust—i.e., that the astrophysical assumptions are responsible for any
success, rather than artifacts of particular implementations. The goals of the AGORA project are, broadly speaking,
to raise the realism and predictive power of galaxy simulations and the understanding of the feedback processes
that regulate galaxy “metabolism.” The initial conditions for the AGORA galaxies as well as simulation outputs
at various epochs will be made publicly available to the community. The proof-of-concept dark-matter-only test
of the formation of a galactic halo with a z = 0 mass of Mvir # 1.7 × 1011 M$ by nine different versions of the
participating codes is also presented to validate the infrastructure of the project.

Key words: cosmology: theory – dark matter – galaxies: formation – galaxies: evolution – hydrodynamics –
methods: numerical
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ABSTRACT

We introduce the Assembling Galaxies Of Resolved Anatomy (AGORA) project, a comprehensive numerical
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hydrodynamics codes Gadget and Gasoline, and the adaptive mesh refinement codes Art, Enzo, and Ramses.
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dependent radiative cooling, metal and energy yields of supernovae, and stellar initial mass function. These are
described in detail in the present paper. Subgrid star formation and feedback prescriptions will be tuned to provide
a realistic interstellar and circumgalactic medium using a non-cosmological disk galaxy simulation. Cosmological
runs will be systematically compared with each other using a common analysis toolkit and validated against
observations to verify that the solutions are robust—i.e., that the astrophysical assumptions are responsible for any
success, rather than artifacts of particular implementations. The goals of the AGORA project are, broadly speaking,
to raise the realism and predictive power of galaxy simulations and the understanding of the feedback processes
that regulate galaxy “metabolism.” The initial conditions for the AGORA galaxies as well as simulation outputs
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Key words: cosmology: theory – dark matter – galaxies: formation – galaxies: evolution – hydrodynamics –
methods: numerical

Online-only material: color figures

1

The Astrophysical Journal Supplement Series, 210:14 (20pp), 2014 January doi:10.1088/0067-0049/210/1/14
C© 2014. The American Astronomical Society. All rights reserved. Printed in the U.S.A.

THE AGORA HIGH-RESOLUTION GALAXY SIMULATIONS COMPARISON PROJECT

Ji-hoon Kim1, Tom Abel2, Oscar Agertz3,4, Greg L. Bryan5, Daniel Ceverino6, Charlotte Christensen7,
Charlie Conroy1, Avishai Dekel8, Nickolay Y. Gnedin3,9,10, Nathan J. Goldbaum1, Javiera Guedes11, Oliver Hahn11,

Alexander Hobbs11, Philip F. Hopkins12,13, Cameron B. Hummels7, Francesca Iannuzzi14, Dusan Keres15,
Anatoly Klypin16, Andrey V. Kravtsov3,10, Mark R. Krumholz1, Michael Kuhlen1,13, Samuel N. Leitner17,

Piero Madau1, Lucio Mayer18, Christopher E. Moody1, Kentaro Nagamine19,20, Michael L. Norman15, Jose Onorbe21,
Brian W. O’Shea22, Annalisa Pillepich1, Joel R. Primack23, Thomas Quinn24, Justin I. Read4, Brant E. Robertson7,

Miguel Rocha21, Douglas H. Rudd10,25, Sijing Shen1, Britton D. Smith22, Alexander S. Szalay26, Romain Teyssier18,
Robert Thompson7,19, Keita Todoroki19, Matthew J. Turk5, James W. Wadsley27, John H. Wise28, and Adi Zolotov8

for the AGORA Collaboration29
1 Department of Astronomy and Astrophysics, University of California at Santa Cruz, Santa Cruz, CA 95064, USA; me@jihoonkim.org

2 Department of Physics, Stanford University, Stanford, CA 94305, USA
3 Department of Astronomy and Astrophysics, University of Chicago, Chicago, IL 60637, USA

4 Department of Physics, University of Surrey, Guildford, Surrey GU2 7XH, UK
5 Department of Astronomy and Astrophysics, Columbia University, New York, NY 10027, USA
6 Department of Theoretical Physics, Universidad Autonoma de Madrid, E-28049 Madrid, Spain

7 Department of Astronomy, University of Arizona, Tucson, AZ 85721, USA
8 Center for Astrophysics and Planetary Science, Racah Institute of Physics, The Hebrew University, Jerusalem 91904, Israel

9 Particle Astrophysics Center, Fermi National Accelerator Laboratory, Batavia, IL 60510, USA
10 Kavli Institute for Cosmological Physics, University of Chicago, Chicago, IL 60637, USA

11 Institute for Astronomy, ETH Zurich, Zurich, 8093, Switzerland
12 Department of Astronomy, California Institute of Technology, Pasadena, CA 91125, USA

13 Department of Astronomy, University of California at Berkeley, Berkeley, CA 94720, USA
14 Max-Planck Institut für Astrophysik, D-85741 Garching, Germany

15 Department of Physics, University of California at San Diego, La Jolla, CA 92093, USA
16 Department of Astronomy, New Mexico State University, Las Cruces, NM 88001, USA

17 Department of Astronomy, University of Maryland, College Park, MD 20742, USA
18 Institute for Theoretical Physics, University of Zurich, Zurich 8057, Switzerland

19 Department of Physics and Astronomy, University of Nevada, Las Vegas, NV 89154, USA
20 Department of Earth and Space Science, Graduate School of Science, Osaka University, 1-1 Machikaneyama, Toyonaka, Osaka 560-0043, Japan

21 Department of Physics and Astronomy, University of California at Irvine, Irvine, CA 92697, USA
22 Lyman Briggs College and Department of Physics and Astronomy, Michigan State University, Lansing, MI 48825, USA

23 Department of Physics, University of California at Santa Cruz, Santa Cruz, CA 95064, USA
24 Department of Astronomy, University of Washington, Seattle, WA 98195, USA
25 Research Computing Center, University of Chicago, Chicago, IL 60637, USA

26 Department of Physics and Astronomy, Johns Hopkins University, Baltimore, MD 21218, USA
27 Department of Physics and Astronomy, McMaster University, Hamilton, ON L8S 4M1, Canada

28 School of Physics, Georgia Institute of Technology, Atlanta, GA 30332, USA
Received 2013 August 12; accepted 2013 November 26; published 2013 December 24

ABSTRACT

We introduce the Assembling Galaxies Of Resolved Anatomy (AGORA) project, a comprehensive numerical
study of well-resolved galaxies within the ΛCDM cosmology. Cosmological hydrodynamic simulations with force
resolutions of ∼100 proper pc or better will be run with a variety of code platforms to follow the hierarchical
growth, star formation history, morphological transformation, and the cycle of baryons in and out of eight galaxies
with halo masses Mvir # 1010, 1011, 1012, and 1013 M$ at z = 0 and two different (“violent” and “quiescent”)
assembly histories. The numerical techniques and implementations used in this project include the smoothed particle
hydrodynamics codes Gadget and Gasoline, and the adaptive mesh refinement codes Art, Enzo, and Ramses.
The codes share common initial conditions and common astrophysics packages including UV background, metal-
dependent radiative cooling, metal and energy yields of supernovae, and stellar initial mass function. These are
described in detail in the present paper. Subgrid star formation and feedback prescriptions will be tuned to provide
a realistic interstellar and circumgalactic medium using a non-cosmological disk galaxy simulation. Cosmological
runs will be systematically compared with each other using a common analysis toolkit and validated against
observations to verify that the solutions are robust—i.e., that the astrophysical assumptions are responsible for any
success, rather than artifacts of particular implementations. The goals of the AGORA project are, broadly speaking,
to raise the realism and predictive power of galaxy simulations and the understanding of the feedback processes
that regulate galaxy “metabolism.” The initial conditions for the AGORA galaxies as well as simulation outputs
at various epochs will be made publicly available to the community. The proof-of-concept dark-matter-only test
of the formation of a galactic halo with a z = 0 mass of Mvir # 1.7 × 1011 M$ by nine different versions of the
participating codes is also presented to validate the infrastructure of the project.

Key words: cosmology: theory – dark matter – galaxies: formation – galaxies: evolution – hydrodynamics –
methods: numerical
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Figure 3. z = 0 results of the proof-of-concept dark-matter-only tests on a quiescent Mvir ! 1.7 × 1011 M# halo by nine different versions of the participating codes.
Density-weighted projection of dark matter density in a 1 h−1 Mpc box, produced with the common analysis toolkit yt. We refer the readers to Table 5 and Section 5.2
for descriptions of the participating codes in this test. In particular, see Section 5.2.3 for variations of Gadget. We note that three code groups,—Gadget-2-cfs,
Gadget-3-cfs, and Gadget-3-afs—have employed an initial condition in which the resolution outside the Lagrangian volume of the target halo’s 2Rvir sphere is
adaptively lowered; see Section 5.1 for more information. Hence, particle distributions only within ∼Rvir (marked with a dashed circle in the last panel) can be most
reliably compared across all nine codes with the best available resolution. Simulations performed by Samuel Leitner (Art-II), Ji-hoon Kim (Enzo), Oliver Hahn
(Gadget-2-cfs), Keita Todoroki (Gadget-3), Alexander Hobbs (Gadget-3-cfs and Gadget-3-afs), Sijing Shen (Gasoline), Michael Kuhlen (Pkdgrav-2), and
Romain Teyssier (Ramses).
(A color version of this figure is available in the online journal.)

such variations, substructures within 150 kpc from the cen-
ter (location of the maximum density) of the target halo are
identified by the Hop halo finder included in yt with an over-
density threshold δouter of 80 times the critical density of the
Universe (Eisenstein & Hut 1998; Skory et al. 2010).45 The re-
sulting particle group mass functions at z = 0 are displayed in
Figure 6. Only the groups containing more than 32 particles are
drawn. Shown together in a dotted line is a power-law functional
N (> M) = 0.01(M/Mhost)−1 that denotes an equal amount of
mass per mass decade, to guide the reader’s eye. Note that we
have refrained from using the term “subhalos” to describe the
particle groups identified by Hop, because the groups identified
this way do not perfectly fit the typical definition of subhalos.

45 The Web sites are http://cmb.as.arizona.edu/∼eisenste/hop/hop.html and
http://yt-project.org/doc/analysis_modules/running_halofinder.html.

Some of the “subhalos” within Rvir might have been linked with
the host halo by the Hop algorithm.

The close resemblances of the mass functions among the
particle-based codes with tree-based gravity solvers (Gadget-
2-cfs, Gadget-3, Gadget-3-cfs, Gasoline, Pkdgrav-2) and
among the grid-based codes with adaptive meshes (Art-II,
Enzo, Ramses) are noticeable. However, also unmistakable
is the mismatch between these two breeds of codes. This
phenomenon is indeed well studied and documented by many
authors (e.g., O’Shea et al. 2005; Heitmann et al. 2005, 2008).
They found that the AMR codes that use a multi-grid or FFT-
based gravity solver achieves poorer force resolution at early
times than the particle-particle-particle-mesh (P3M) or tree-
PM methods in Lagrangian codes, assuming that the number
of base meshes (i.e., grid cells at levelmax "max = 12 in
our experiment) is roughly the number of particles, with no
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Figure 4. Top: a composite radial profile of dark matter density centered on the target halo at z = 0 formed in the proof-of-concept dark-matter-only tests by nine
different versions of the participating codes. Each profile is generated with the common analysis toolkit yt. Bottom: fractional deviation from the mean of these
profiles.
(A color version of this figure is available in the online journal.)

or little adaptive mesh at high z. Due primarily to the lack of
force resolution at early redshifts, the low-mass end of the mass
function tends to be suppressed for AMR codes. Consequently,
it has been argued that AMR codes need more resolution in
the base grid to achieve the same dark matter mass function at
the low-mass end as the Lagrangian codes (e.g., O’Shea et al.

2005; Heitmann et al. 2006). Readers should note, however, the
behavior of the adaptive-resolution code Gadget-3-afs, which
provides results closer to the fixed-resolution codes thanks to its
corrective formalism (Iannuzzi & Dolag 2011).

We emphasize that the shapes of mass functions may vary
not only because of (1) the intrinsic differences in numerical
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Top: a composite radial profile of dark matter density 
centered on the target halo at z = 0 formed in the proof-of-
concept dark-matter-only tests by nine different versions 
of the participating codes. Each profile is generated with 
the common analysis toolkit yt. Bottom: fractional 
deviation from the mean of these profiles.

Compilation of nine maps of density-weighted projection of 
squared dark matter density from the proof-of-concept dark-matter-
only tests by nine different versions of the participating codes in 
200 h−1 kpc boxes at z = 0. The field of view for each panel 
approximately matches the extent of the virial radius of the host 
halo (Rvir ≃ 150 kpc). Panels generated on the common analysis yt 
platform.
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Figure 5. Compilation of nine maps of density-weighted projection of squared dark matter density from the proof-of-concept dark-matter-only tests by nine different
versions of the participating codes in 200 h−1 kpc boxes at z = 0. The field of view for each panel approximately matches the extent of the virial radius of the host
halo (Rvir " 150 kpc). Panels generated on the common analysis yt platform. For descriptions of the simulation codes and credits, we refer the interested readers to
Section 5.2 and the caption of Figure 3.
(A color version of this figure is available in the online journal.)

techniques, but also because of (2) the inter-platform timing
discrepancies discussed earlier, (3) the force and mass resolution
adopted in the test, and (4) the characteristics of the halo finder.
From these considerations, we argue that it would be premature,
if not ill-fated, to characterize a code-to-code difference based
solely on the differences in mass functions by a single halo
finder at a single epoch.

5.3.3. Discussion and Future Work

In Section 5, we have presented a conceptual demonstration
of the AGORA project by performing and analyzing a dark-
matter-only cosmological simulation of a galactic halo of
Mvir " 1.7 × 1011 M$ at z = 0 with nine different variations of
the participating codes. We have validated the key infrastructure
of the AGORA project by showing that each participating code
reads in the common Music initial condition, completes a
high-resolution “zoom-in” simulation in reasonable time, and

provides outputs that can be analyzed in the common analysis
yt platform. Specifically, we point out that all the figures and
profiles in Section 5 are generated using unified yt scripts that
are independent of the output formats (see, e.g., Appendix B).
Throughout the proof-of-concept test, we have verified the
common analysis platform and repeatedly demonstrated its
strength. For the analyses in future subprojects, simple and
unified yt scripts will be employed, enabling the researchers
to focus on physically motivated questions independent of the
simulation codes being analyzed or compared.

We plan to further investigate these dark-matter-only runs in a
variety of other dimensions including the comparison of the halo
catalogues, dark matter merger histories, and the matter power
spectra at various redshifts. We also intend to tackle the issue
of timing discrepancy so we could obtain the right snapshot
that best represents each code for comparison at a given epoch.
We will try to control for this by comparing codes in between
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         Just one big problem: 
like the blind men studying 
only parts of the elephant but 
whose observational results 
are not consistent for the entire 
animal, astrophysicists have 
been able to model only parts 
of the universe because of 
limits to computational power. 
And the computer models 
have been inconsistent. Yet 
reproducibility is a 
fundamental principle of the 
scientific method: only if a 
result from an experiment can 
be independently reproduced 
by other scientists can it be 
regarded as robust.
          Now, a new ambitious 
multiyear international project 
AGORA is figuring out how to 
reveal the entire elephant--and 
also discern which of the 
inconsistencies are due to 
complexities of astrophysics 
versus computational issues.

Trudy Bell
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2 Proposed Theoretical and Computational Astrophysics Network

TCAN proposals must describe the roles of the participating nodes and the connections between
them that will establish the project as a network. Our proposed network includes six major nodes
(Caltech, Columbia University, New Mexico State University, UCSC, UCSD, and Stanford) and one
minor node (Johns Hopkins University). Our PIs and Co-PIs at the major nodes are all engaged
in pathbreaking numerical simulations of galaxy formation and evolution, and we have all agreed
to collaborate as participants in the AGORA project. Our Collaborators provide relevant leading
expertise. Our group includes principal authors of the three leading AMR codes ART (Klypin),
Enzo (Norman and Bryan), and RAMSES (Collaborator Teyssier), some of the leading users and
developers of SPH codes, and leading expertise in the theory of star formation and feedback in
galaxies (including several of our PIs and Collaborators Teyssier and Krumholz).

It will be crucial to have adequate data storage for many timesteps of many simulations to be
stored and analyzed. As director of the San Diego Supercomputer Center (SDSC), Mike Norman
has agreed to make storage and computation available to the proposed network. In addition, UCSC
will make computer time and storage available on its new Hyades astrophysics computer system
(which was just bought with a NSF MRI grant), including running simulation outputs through
Sunrise to generate realistic images and SEDs. PI Alex Szalay at JHU provides unique expertise
in sharing and management of relevant data. See also the next section, the Data Management
Plan, and the Facilities pages.

All of the project leaders have been communicating regularly by telephone, email, and web
conferences, especially since the AGORA project began in August 2012. Funding of our proposal
will permit this cooperation to be enhanced by additional sharing of postdocs and graduate students
between the nodes. For example, we propose to fund Dr. Matt Turk, the main developer of the yt
analysis code, who will remain at Columbia but work closely with the California nodes, including
Stanford (where he did his PhD with Tom Abel), UCSD (where he was a postdoc with Mike
Norman), and UCSC (which he has visited frequently to participate in meetings and to lead yt
workshops). Dr. Ji-hoon Kim, who has been the main coordinator of the AGORA project working
with Piero Madau and Joel Primack at UCSC, will become a Moore Fellow with Phil Hopkins at
Caltech but remain in close touch with Stanford (where he did his PhD with Tom Abel) and UCSC.
We are requesting partial funding for additional postdocs to be shared between the nodes, and who
will help to provide the “glue” in our proposed Network.

Postdocs are playing a crucial role in the AGORA project, leading two of the four AGORA
task-oriented working groups and all of the science-oriented working groups.

We have established task-oriented AGORA working groups, to address the following topics:

Working Group Objectives and Tasks
T1 Common Astrophysics UV background, metal-dependent cooling, IMF, metal yields
T2 ICs: Isolated common initial conditions for isolated low-z disk galaxies
T3 ICs: Cosmological common initial conditions for cosmological zoom-in simulations

T4 Common Analysis
support yt and other analysis tools, define quantitative

and physically meaningful comparisons across simulations

We have also established ten science-oriented AGORA working groups, each of which aims to
perform original research and produce at least one article to be submitted for publication. These
working groups, and others that will be organized if needed, will enable the AGORA project to
address basic problems in galaxy formation both theoretically and observationally. For example,
from analytic calculations and simulations, it is becoming clear that stellar radiative feedback is
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Working Group Science Questions (includes, but not limited to)

S1
Isolated Galaxies and

Subgrid Physics
tune the subgrid physics across platforms to produce similar

results for similar astrophysical assumptions
S2 Dwarf Galaxies simulate ∼1010M! halos, compare results across all platforms
S3 Dark Matter radial profile, shape, substructure, core-cusp problem
S4 Satellite Galaxies effects of environment, UV background, tidal disruption
S5 Galactic Characteristics surface brightness, stellar properties, metallicity, images, SEDs
S6 Outflows outflows, circumgalactic medium, metal absorption systems
S7 High-redshift Galaxies cold flows, clumpiness, kinematics, Lyman-limit systems
S8 Interstellar Medium galactic interstellar medium, thermodynamics
S9 Massive Black Holes black hole growth and feedback in galactic context

S10
Lyα Absorption
and Emission

prediction of Lyα maps for simulated galaxies and their
environments including effects of radiative transfer

crucial to regulate star formation in high-resolution simulations, but that supernova feedback is
also crucial to drive outflows comparable to those observed.2 We want to understand better the
physical bases for these two types of feedback, and we want to define well-controlled tests to verify
that similar astrophysical assumptions produce similar results when implemented in different AMR
and SPH codes.

Relationship between AGORA and the proposed Network on High-Resolution
Galaxy Simulations. The goals of the proposed Network are aligned with those of the AGORA
project, but go beyond it in two ways. First, the proposed NHiRGS will provide services to
the AGORA project, including the crucial roles of managing the shared storage, analysis, and
distribution of the data, and also managing AGORA web communication and collaboration. Sec-
ond, the NHiRGS will go beyond the AGORA project by undertaking more ambitious goals that
require a several-year time scale. In addition to the challenging topics that we are already starting
to address in the AGORA project, we also want to broaden the scope of the proposed work by
our Network to include several other topics that are important in galaxy formation and evolution,
including dust formation and destruction, the role of cosmic rays and magnetic fields and the in-
corporation of MHD in the simulations. In order to make efficient use of the increasingly powerful
but also increasingly inhomogeneous supercomputers, we will work together to develop codes that
can usefully exploit Nvidia’s GPU and Intel’s MIC accelerators, as has already been done for the
Sunrise code (e.g., Jonsson & Primack 2010). Load imbalance is a leading cause of latency in run-
ning simulations. Mike Norman’s group has been developing Cello, an “extreme” adaptive mesh
refinement approach to allow scaling to many processors, ultimately millions, with automatic load
balancing. High-resolution galaxy simulations already consume ∼ 108 cpu-hours per year, so it will
be increasingly important to develop codes that can more efficiently exploit increasingly powerful
supercomputers.

We summarize the activities of the leaders of the proposed Network in the Table, which lists
each of the Nodes and their leaders (with names of postdocs who are already working on this project
in parentheses). The main developers for each activity are indicated by D, other developers by D,
and users by U.

All of these topics will be addressed by people at several of our participating nodes (except for
minor node Johns Hopkins, where Alex Szalay leads our Data Management effort). We expect to

2This was recently reviewed by Collaborator Krumholz http://phys.huji.ac.il/~joaw/winterschool/
krumholz_lecture3.pdf
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AGORA Task-Oriented Working Groups

AGORA Science Working Groups

www.AGORAsimulations.org

http://www.AGORAsimulations.org
http://www.AGORAsimulations.org


Thanks to the National Energy Research Scientific 
Computing (NERSC) Center at LBL ...
We have 100 TB of workspace for 10 AGORA simulation teams, 
and 5M cpu-hrs to analyze simulations using yt to create images 
and videos on the fly using GPUs, and to produce Sunrise images 
of simulated galaxies including stellar evolution and scattering, 
absorption, and reemission of light by dust.  Each team has agreed 
to store 200 time steps at agreed scale factors, and each will 
make their results available to the collaboration when they are 
satisfied that they are ready.  The science working groups will 
compare simulations with each other, with fundamental theory, 
and with observations.  The Steering Committee is helping to 
keep the AGORA project focused on cooperation, getting quick 
results, and making our simulations widely available.  Most of the 
science working groups are led by young astrophysicists, who are 
eager to write papers quickly.  I hope that AGORA will be a 
model for future efforts at competitive coopertation.


