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1. Outline

Here we briefly outline the Santa Cruz High-resolution Galaxy
Simulation Comparison Project.   

Title & Objectives
Santa Cruz High-resolution Galaxy Simulation Comparison Project

    (1) Inaugurate a set of frameworks for comparing high-resolution galaxy simulations (with resolution better than
100 parsecs) across different high-resolution numerical platforms.

    (2) Establish isolated and cosmological initial conditions in the 1st workshop so each participating group can run
a suite of simulations in the months to come. 

    (3) Maintain the collaboration online (telecon+webpage) between the two meetings.

    (4) Measurable objectives: produce a set of comparison papers by the end of year 2013

Milestones

 First workshop @UCSC

    (1) August 17-19, 2012 (See the details here !)
    (2) University of California at Santa Cruz 

 Running and analyzing simulations

    (1) September 2012 to August 2013
    (2) Online collaboration to keep ourselves on the right track and motivated

 Second workshop @UCSB

    (1) Mid August to early September, 2013 (Aug. 19 - Sep. 6, tentatively) 
    (2) Kavli Institute for Theoretical Physics, University of California at Santa Barbara (to be determined)

 Publication of the project results
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~90 astrophysicists using 9 codes have joined AGORA
Next meeting: Aug 16-19, 2013
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The Aquila comparison Project: The Effects of Feedback and 
Numerical Methods on Simulations of Galaxy Formation
C. Scannapieco,1 M. Wadepuhl,2 O.H. Parry,3,4 J.F. Navarro,5 A. Jenkins,3 V. Springel,6,7 R. Teyssier,8,9 E. Carlson,10 H.M.P. Couchman,11

R.A. Crain,12,13 C. Dalla Vecchia,14 C.S. Frenk,3 C. Kobayashi,15,16 P. Monaco,17,18 G. Murante,17,19 T. Okamoto,20 T. Quinn,10 J. Schaye,13

G. S. Stinson,21 T. Theuns,3,22 J. Wadsley,11 S.D.M. White,2 R. Woods11  

ABSTRACT
We compare the results of various cosmological gas-dynamical codes used to simulate the 
formation of a galaxy in the ΛCDM structure formation paradigm. The various runs (thirteen in 
total) differ in their numerical hydrodynamical treatment (SPH, moving-mesh and AMR) but share 
the same initial conditions and adopt in each case their latest published model of gas 
cooling, star formation and feedback. Despite the common halo assembly history, we find 
large code-to-code variations in the stellar mass, size, morphology and gas content of the 
galaxy at z = 0, due mainly to the different implementations of star formation and 
feedback. Compared with observation, most codes tend to produce an overly massive 
galaxy, smaller and less gas-rich than typical spirals, with a massive bulge and a declining 
rotation curve. A stellar disk is discernible in most simulations, although its prominence varies 
widely from code to code. There is a well-defined trend between the effects of feedback and the 
severity of the disagreement with observed spirals. In general, models that are more effective 
at limiting the baryonic mass of the galaxy come closer to matching observed galaxy 
scaling laws, but often to the detriment of the disk component. Although numerical 
convergence is not particularly good for any of the codes, our conclusions hold at two different 
numerical resolutions. Some differences can also be traced to the different numerical techniques; 
for example, more gas seems able to cool and become available for star formation in grid-based 
codes than in SPH. However, this effect is small compared to the variations induced by different 
feedback prescriptions. We conclude that state-of-the-art simulations cannot yet uniquely 
predict the properties of the baryonic component of a galaxy, even when the assembly 
history of its host halo is fully specified. Developing feedback algorithms that can 
effectively regulate the mass of a galaxy without hindering the formation of high-angular 
momentum stellar disks remains a challenge.

2012 MNRAS 423, 1726

Key Earlier Galaxy Simulation Comparison
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Aquila Comparison Project

Softening is 500 pc or worse (fixed in 
comoving coordinates at z = zfix).

Softening is 260 pc (fixed in comoving 
coordinates at zfix = 9)

Most stars form in galactic disks, so realistic 
simulations should resolve disks.  The scale 
height of the MWy disk is about 100 pc.  It’s 
better yet to resolve GMCs, 10s of pc.

All simulations 
share the same 
initial conditions   
a zoomed-in 
resimulation of the 
Aquarius Project 
halo “Aq-C”.
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Mstellar vs Mvir Tully-Fisher Relation

Aquila Comparison Project 

Circular velocity at stellar half-mass radius.

DM only

Curves track evolution z = 2 to 0.

observed at z =
 0

Worst M*/M200
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https://sites.google.com/site/santacruzcomparisonproject/

http://www.agorasimulations.org
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We are launching this project at the time when several key technologies have just 
become available including 
     the MUlti-Scale Initial Conditions generator (MUSIC),
     the new UV-background model CUBA,
     the new Grackle hydro cooling code, 
     several of the simulation codes, and
     the yt code for analyzing the outputs from all the simulations in a parallel way. 
This project will be state-of-the-art, and it will surely advance the entire field of 
galaxy simulations.

AGORA High-Resolution Simulation Comparison

AGORA Goals
(1) Inaugurate framework to compare high-resolution galaxy simulations (with 
resolution better than ~100 parsecs) across different high-resolution numerical 
platforms
(2) Establish cosmological and isolated disk initial conditions and shared astrophysics 
so each participating group can run a suite of simulations
(3) Maintain the collaboration online (telecon+webpage) between the in-person 
meetings
(4) Compare simulations with each other, with theory, and with observations
(5) Produce a set of simulation comparisons and scientific papers starting ~ 2014

AGORA Is Timely 
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AGORA High-Resolution Simulation Comparison
Initial Conditions for Simulations 
MUSIC* galaxy masses at z~0: ~1010, 1011, 1012, 1013 M⦿

     with both quiet and busy merging trees
     isolation criteria agreed for Lagrangian regions 
  

www.AGORAsimulations.org

 Isolated Spiral Galaxy at z~1:  ~1012 M⦿

* MUltiScale Initial Conditions  Hahn & Abel (2011)
 http://bitbucket.org/ohahn/music/
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AGORA High-Resolution Simulation Comparison

Initial Conditions for Simulations 
   MUSIC galaxy masses at z~0: ~1010, 1011, 1012, 1013 M
     with both quiet and busy merging trees
     isolation criteria agreed for Lagrangian regions 
   Isolated Spiral Galaxy at z~1:  ~1012 M

⦿

Astrophysics that all groups will include
    UV background (Haardt-Madau 2012) 
    cooling function (based on ENZO and Eris cooling)

Tools to compare simulations based on yt, to be available 
     for all codes used in AGORA
Images and SEDs for all timesteps from yt ➠ Sunrise 

⦿

www.AGORAsimulations.org
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Equilibrium cooling rates 
normalized by n2H calculated 
with the GRACKLE* cooling 
library for H number densities 
of 10−5 (red), 10−2 (orange), 1 
(yellow), 10 (green), and 103 
(blue) cm−3 at redshifts z = 0, 
3, 6, and 15.2 (just before the 
UV background turns on) and 
solar metallicity gas. Solid 
lines denote net cooling and 
dashed lines denote net 
heating. The curves plotted 
are made with the non-
equilibrium chemistry 
network of H, He, H2, and HD 
with tabulated metal cooling 
assuming the presence of a 
UV metagalactic background 
from Haardt & Madau (2012).

Gas cooling in the AGORA simulations

* http://grackle.readthedocs.org
Friday, August 16, 13



AGORA High-Resolution Simulation Comparison

Initial Conditions for Simulations 
   MUSIC galaxy masses at z~0: ~1010, 1011, 1012, 1013 M
     with both quiet and busy merging trees
     isolation criteria agreed for Lagrangian regions 
   Isolated Spiral Galaxy at z~1, M ~ 1010, 1011, 1012 M

⦿

Astrophysics that all groups will include
    UV background (Haardt-Madau 2012) 
    cooling function (based on ENZO and Eris cooling)

Tools to compare simulations based on yt, available 
     for all codes used here (work in progress)

Images and SEDs for all timesteps from yt ➠ Sunrise 

⦿
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• Data management: Each participating codes will generate large quantities of 
unprocessed, intermediate data, in the form of “checkpoints” describing the state of the 
simulation at a given time. These outputs can be used both to restart the simulation and to 
conduct analysis. We plan to store 200 timesteps equally spaced in expansion parameter in 
addition to redshift snapshots at z = 6, 3, 2, 1, 0.5, 0.2, 0.0 at the very least. For many 
timesteps of simulations to be analyzed, central data repositories and post-processing 
compute time will be available at the San Diego Supercomputer Center at the University of 
California at San Diego, the new Hyades system at the University of California at Santa 
Cruz, and/or the Data-Scope system at the John Hopkins University. Additionally, we plan to 
reduce the barrier to entry for the simulation data by making a subset of derived data 
products available through a web interface.*

• Public access: One of the key objectives of the AGORA project is to help interpret the 
massive and rapidly increasing observational data on galaxy evolution being collected with 
increasing angular resolution at many different wavelengths by instruments on the ground 
and in space.  We intend to make simulation results rapidly available to the entire commu- 
nity, placing computational outputs on data servers in formats that will enable easy 
comparisons with results from other simulations and with observations.

*The first iteration of yt Data-Hub website is http://hub.yt-project.org/

• Multi-platform analysis: the common analysis scripts can be applied to analyze 
outputs from grid codes and SPH codes. yt* will be used to access and analyze data from 
all of the simulation codes, enabling direct technology transfer between participants, 
ensuring reproducible scripts and results, and allowing for physically-motivated questions 
to be asked independent of the simulation platform.

Friday, August 16, 13
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2 Proposed Theoretical and Computational Astrophysics Network

TCAN proposals must describe the roles of the participating nodes and the connections between
them that will establish the project as a network. Our proposed network includes six major nodes
(Caltech, Columbia University, New Mexico State University, UCSC, UCSD, and Stanford) and one
minor node (Johns Hopkins University). Our PIs and Co-PIs at the major nodes are all engaged
in pathbreaking numerical simulations of galaxy formation and evolution, and we have all agreed
to collaborate as participants in the AGORA project. Our Collaborators provide relevant leading
expertise. Our group includes principal authors of the three leading AMR codes ART (Klypin),
Enzo (Norman and Bryan), and RAMSES (Collaborator Teyssier), some of the leading users and
developers of SPH codes, and leading expertise in the theory of star formation and feedback in
galaxies (including several of our PIs and Collaborators Teyssier and Krumholz).

It will be crucial to have adequate data storage for many timesteps of many simulations to be
stored and analyzed. As director of the San Diego Supercomputer Center (SDSC), Mike Norman
has agreed to make storage and computation available to the proposed network. In addition, UCSC
will make computer time and storage available on its new Hyades astrophysics computer system
(which was just bought with a NSF MRI grant), including running simulation outputs through
Sunrise to generate realistic images and SEDs. PI Alex Szalay at JHU provides unique expertise
in sharing and management of relevant data. See also the next section, the Data Management
Plan, and the Facilities pages.

All of the project leaders have been communicating regularly by telephone, email, and web
conferences, especially since the AGORA project began in August 2012. Funding of our proposal
will permit this cooperation to be enhanced by additional sharing of postdocs and graduate students
between the nodes. For example, we propose to fund Dr. Matt Turk, the main developer of the yt
analysis code, who will remain at Columbia but work closely with the California nodes, including
Stanford (where he did his PhD with Tom Abel), UCSD (where he was a postdoc with Mike
Norman), and UCSC (which he has visited frequently to participate in meetings and to lead yt
workshops). Dr. Ji-hoon Kim, who has been the main coordinator of the AGORA project working
with Piero Madau and Joel Primack at UCSC, will become a Moore Fellow with Phil Hopkins at
Caltech but remain in close touch with Stanford (where he did his PhD with Tom Abel) and UCSC.
We are requesting partial funding for additional postdocs to be shared between the nodes, and who
will help to provide the “glue” in our proposed Network.

Postdocs are playing a crucial role in the AGORA project, leading two of the four AGORA
task-oriented working groups and all of the science-oriented working groups.

We have established task-oriented AGORA working groups, to address the following topics:

Working Group Objectives and Tasks
T1 Common Astrophysics UV background, metal-dependent cooling, IMF, metal yields
T2 ICs: Isolated common initial conditions for isolated low-z disk galaxies
T3 ICs: Cosmological common initial conditions for cosmological zoom-in simulations

T4 Common Analysis
support yt and other analysis tools, define quantitative

and physically meaningful comparisons across simulations

We have also established ten science-oriented AGORA working groups, each of which aims to
perform original research and produce at least one article to be submitted for publication. These
working groups, and others that will be organized if needed, will enable the AGORA project to
address basic problems in galaxy formation both theoretically and observationally. For example,
from analytic calculations and simulations, it is becoming clear that stellar radiative feedback is

4

1333379

Working Group Science Questions (includes, but not limited to)

S1
Isolated Galaxies and

Subgrid Physics
tune the subgrid physics across platforms to produce similar

results for similar astrophysical assumptions
S2 Dwarf Galaxies simulate ∼1010M! halos, compare results across all platforms
S3 Dark Matter radial profile, shape, substructure, core-cusp problem
S4 Satellite Galaxies effects of environment, UV background, tidal disruption
S5 Galactic Characteristics surface brightness, stellar properties, metallicity, images, SEDs
S6 Outflows outflows, circumgalactic medium, metal absorption systems
S7 High-redshift Galaxies cold flows, clumpiness, kinematics, Lyman-limit systems
S8 Interstellar Medium galactic interstellar medium, thermodynamics
S9 Massive Black Holes black hole growth and feedback in galactic context

S10
Lyα Absorption
and Emission

prediction of Lyα maps for simulated galaxies and their
environments including effects of radiative transfer

crucial to regulate star formation in high-resolution simulations, but that supernova feedback is
also crucial to drive outflows comparable to those observed.2 We want to understand better the
physical bases for these two types of feedback, and we want to define well-controlled tests to verify
that similar astrophysical assumptions produce similar results when implemented in different AMR
and SPH codes.

Relationship between AGORA and the proposed Network on High-Resolution
Galaxy Simulations. The goals of the proposed Network are aligned with those of the AGORA
project, but go beyond it in two ways. First, the proposed NHiRGS will provide services to
the AGORA project, including the crucial roles of managing the shared storage, analysis, and
distribution of the data, and also managing AGORA web communication and collaboration. Sec-
ond, the NHiRGS will go beyond the AGORA project by undertaking more ambitious goals that
require a several-year time scale. In addition to the challenging topics that we are already starting
to address in the AGORA project, we also want to broaden the scope of the proposed work by
our Network to include several other topics that are important in galaxy formation and evolution,
including dust formation and destruction, the role of cosmic rays and magnetic fields and the in-
corporation of MHD in the simulations. In order to make efficient use of the increasingly powerful
but also increasingly inhomogeneous supercomputers, we will work together to develop codes that
can usefully exploit Nvidia’s GPU and Intel’s MIC accelerators, as has already been done for the
Sunrise code (e.g., Jonsson & Primack 2010). Load imbalance is a leading cause of latency in run-
ning simulations. Mike Norman’s group has been developing Cello, an “extreme” adaptive mesh
refinement approach to allow scaling to many processors, ultimately millions, with automatic load
balancing. High-resolution galaxy simulations already consume ∼ 108 cpu-hours per year, so it will
be increasingly important to develop codes that can more efficiently exploit increasingly powerful
supercomputers.

We summarize the activities of the leaders of the proposed Network in the Table, which lists
each of the Nodes and their leaders (with names of postdocs who are already working on this project
in parentheses). The main developers for each activity are indicated by D, other developers by D,
and users by U.

All of these topics will be addressed by people at several of our participating nodes (except for
minor node Johns Hopkins, where Alex Szalay leads our Data Management effort). We expect to

2This was recently reviewed by Collaborator Krumholz http://phys.huji.ac.il/~joaw/winterschool/
krumholz_lecture3.pdf

5
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AGORA Task-Oriented Working Groups

AGORA Science Working Groups

www.AGORAsimulations.org

Friday, August 16, 13

http://www.AGORAsimulations.org
http://www.AGORAsimulations.org


(1) Working Group I - Common Physics and Introduction to Project
        - Task:  Provide a common physics package for cosmological simulations, write a flagship paper 
introducing the comparison project and its rationale
        - Leader:  Piero Madau
        - Participants:  Tom Abel, Greg Bryan, Daniel Ceverino, Nick Gnedin, Oliver Hahn, Cameron Hummels, 
Ji-hoon Kim, Andrey Kravtsov, Mike Kuhlen, Piero Madau, Lucio Mayer, Daisuke Nagai, Ken Nagamine, Jose 
Onorbe, Brian O'Shea, Joel Primack, Tom Quinn, Brant Robertson, Sijing Shen, Britton Smith, Romain 
Teyssier, Matthew Turk, James Wadsley, [to be added]
        - Description:  We will provide a package of common physics for cosmological simulations.  
Participants to the Project will agree to a minimal set of common input parameters, from the initial stellar 
mass function to the metal yield, and to the ionizing ultraviolet background.  Gas cooling tables as a 
function of density, temperature, metallicity, and UV background (or redshift) will be provided over the next 
six weeks or so to all Project participants for code implementation.  We also aim to reach the first milestone 
of this project by publishing a flagship paper on a proposed comparison, common physics, and common 
analysis, in early 2013.  [authored by Piero Madau]
...

    To successfully commence the project and ensure the consistent comparison across different 
codes, four task-oriented working groups are formed.  Participants listed below are in an alphabetical 
order and will be regularly updated according to the most recent results of the sign-up.  

(4) Working Group IV - Common Analysis
        - Task:  Develop a pipeline for common data analysis, write a research article introducing such 
analysis
        - Leader:  Matthew Turk
        - Participants:  Nathan Goldbaum, Cameron Hummels, Chris Moody, Daisuke Nagai, Jose Onorbe, Joel 
Primack, Britton Smith, Robert Thompson, Matthew Turk, [to be added]
        - Description:  This working group will focus on defining repeatable, quantitative and physically-
meaningful comparisons of simulation results.  Additionally, tools will be identified and developed to 
support making these comparisons.  [authored by Matthew Turk]

AGORA Task Oriented Working Groups

Friday, August 16, 13



AGORA Science Working Groups
In order to achieve the astrophysics-based comparison of high-resolution galaxy formation 
simulations, nine science-oriented working groups are formed.  Each working group consists of 
individual volunteers from interested codes.  Each group aims to perform original research based on its 
code comparison, and to produce a standalone journal article.  The group leader is responsible for making 
every effort to initiate and maintain the collaboration within the working group, online and offline.  
Participants listed below are in an alphabetical order and will be regularly updated according to the most 
recent results of the sign-up.  

(1) Working Group V - Isolated Galaxies and Subgrid Physics
        - Science Question:  Common vs. favorite physics in isolated galaxy formation simulations
        - Leader:  Oscar Agertz and Romain Teyssier (co-leadership)
        - Participants:  Oscar Agertz, Samantha Benincasa, Daniel Ceverino, Ben Keller, Nick Gnedin, Nathan 
Goldbaum, Javiera Guedes, Alexander Hobbs, Phil Hopkins, Amit Kashi, Ji-hoon Kim, Andrey Kravtsov, Sam 
Leitner, Nir Mandelker, Lucio Mayer, Ken Nagamine, Brian O'Shea, Joel Primack, Tom Quinn, Justin Read, Rok 
Roskar, Wolfram Schmidt, Sijing Shen, Robert Thompson, Dylan Tweed, James Wadsley, [to be added]

(2) Working Group VI - Dwarf Galaxies in Cosmological Simulations
        - Science Question:  Simulate and compare a 1010 Msun galactic halo across *all* participating codes
        - Leader:  Jose Onorbe
        - Participants:  Kenza Arraki, Greg Bryan, Javiera Guedes, Jason Jaacks, Dusan Keres, Ji-hoon Kim, Mike 
Kuhlen, Ken Nagamine, Jose Onorbe, Brian O'Shea, Joel Primack, Justin Read, Emilio Romano-Diaz, Sijing 
Shen, Christine Simpson, Matteo Tomassetti, Sebastian Trujillo-Gomez, Dylan Tweed, John Wise, Adi 
Zolotov,  [to be added]

(3) Working Group VII - Dark Matter
        - Science Question:  Dark matter profile, distribution, substructure, core-cusp problem, triaxiality, etc. 
        - Leader:  Mike Kuhlen
        - Participants:  Javiera Guedes, Mike Boylan-Kolchin, Mike Kuhlen, Piero Madau, Annalisa Pillepich, Joel Primack, 
Justin Read, Miguel Rocha, [to be added]

Friday, August 16, 13



(4) Working Group VIII - Satellite Galaxies
        - Science Question:  Environmental effects, UV background, tidal disruption, too-big-to-fail, etc.
        - Leader:  Adi Zolotov
        - Participants:  Javiera Guedes, Mike Boylan-Kolchin, Mike Kuhlen, Piero Madau, Lucio Mayer, Annalisa 
Pillepich, Joel Primack, Justin Read, Miguel Rocha, Christine Simpson, Adi Zolotov, [to be added]
 

(5) Working Group IX - Characteristics of Cosmological Galaxies
        - Science Question:  Surface brightness, disks, bulges, stellar properties, metallicity, images and SEDs 
generated by SUNRISE/yt, etc. 
        - Leader:  Javiera Guedes and Cameron Hummels (co-leadership)
        - Participants:  Oscar Agertz, Daniel Ceverino, Maria Emilia De Rossi, Javiera Guedes, Cameron Hummels, 
Jason Jaacks, Dusan Keres, Andrey Kravtsov, Sam Leitner, Lucio Mayer, Daisuke Nagai, Ken Nagamine, Brian 
O'Shea, Joel Primack, Justin Read, Brant Robertson, Emilio Romano-Diaz, Rok Roskar, Sijing Shen, Britton Smith, 
Robert Thompson, Matteo Tomassetti, [to be added]

(6) Working Group X - Outflows
        - Science Question:  Galactic outflows, circum-galactic medium, metal absorption systems, the effect of 
AGN feedback, etc.
        - Leader:  Sijing Shen
        - Participants:  Greg Bryan, Daniel Ceverino, Colin DeGraf, Michele Fumagalli, Javiera Guedes, Alexander 
Hobbs, Phil Hopkins, Cameron Hummels, Amit Kashi, Dusan Keres, Sam Leitner, Piero Madau, Ken Nagamine, 
Justin Read, Wolfram Schmidt, Sijing Shen, Britton Smith, James Wadsley, [to be added]

(7) Working Group XI - High-redshift Galaxies
        - Science Question:  Cold flows, clumpiness, kinematics, Lyman-limit systems, etc. 
        - Leader:  Daniel Ceverino
        - Participants:  Oscar Agertz, Daniel Ceverino, Maria Emilia De Rossi, Jan Engels, Michele Fumagalli, Nick 
Gnedin, Javiera Guedes, Jason Jaacks, Dusan Keres, Andrey Kravtsov, Mike Kuhlen, Sam Leitner, Piero Madau, 
Ken Nagamine, Brian O'Shea, Joel Primack, Brant Robertson, Emilio Romano-Diaz, Sijing Shen, Robert 
Thompson, Matteo Tomassetti, John Wise, [to be added]
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(8) Working Group XII - Interstellar Medium
        - Science Question:  Interstellar medium, thermodynamics, etc.
        - Leader:  Sam Leitner
        - Participants:  Oscar Agertz, Daniel Ceverino, Charlotte Christensen, Nick Gnedin, Nathan 
Goldbaum, Cameron Hummels, Amit Kashi, Dusan Keres, Andrey Kravtsov, Sam Leitner, Piero Madau, Lucio 
Mayer, Ken Nagamine, Brian O'Shea, Brant Robertson, Emilio Romano-Diaz, Sijing Shen, Robert 
Thompson, Matteo Tomassetti, James Wadsley, [to be added]

(9) Working Group XIII - Black Hole Accretion and Feedback
        - Science Question:  Effect of black hole feeding and feedback on the evolution of galaxies (isolated and 
cosmological) across participating codes, etc. 
        - Leader:  Alexander Hobbs
        - Participants:  Colin DeGraf, Alexander Hobbs, Phil Hopkins, Amit Kashi, Ben Keller, Lucio Mayer, 
Daisuke Nagai, Brian O'Shea,  Justin Read, Romain Teyssier, [to be added]

(10) Tentative Working Group XIV - Lyman alpha absorption and emission
        - Science Question:  Lyman alpha absorption and emission predicted for simulated galaxies and their 
environments across participating codes including effects of radiative transfer, including associated metal 
lines, etc. 
        - Leader:  Michele Fumagalli and Sebastiano Cantalupo (?)
        - Participants:  [to be added]

The leader of each working group is in charge of organizing the online collaboration via Google Sites, Skype, 
EVO-SeeVogh, etc.  One possible option is the newly-designed "Workspace" page on Google Sites.  In the 
new Workspace, each working group has its own page, and every registered collaboration member is granted a 
full access to read and write.  This page may be used as a simplest option to share the data. 

Online Collaboration

(11) Additional Working Groups - to be organized as needed
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AGORA “Flagship Paper” submitted to ApJS
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Panels showing z = 0 
result of proof-of-
concept dark matter-
only tests on a 
quiescent ∼1.7 × 
1011 M⊙ halo.  
Density-weighted 
projections produced 
with the common 
analysis toolkit yt of 
the finest resolution 
dark matter particles 
in a 1 h−1 Mpc box. 

Simulation credits: 
Samuel Leitner 
(ART-II), Ji-hoon Kim 
(ENZO), Oliver Hahn 
(GADGET-2-CFS), 
Keita Todoroki 
(GADGET-3), 
Alexander Hobbs 
(GADGET-3-AFS), 
Sijing Shen 
(GASOLINE), 
Michael Kuhlen 
(PKDGRAV-2), Oliver 
Hahn and Romain 
Teyssier (RAMSES).

AGORA GALAXY SIMULATIONS COMPARISON 13

Figure 3. The z = 0 results of the proof-of-concept dark matter-only tests on a quiescent Mvir ! 1.7× 1011M# halo by 9 different versions of the participating
codes. Density-weighted projection of dark matter density in a 1h−1 Mpc box, produced with the common analysis toolkit yt. We refer the readers to Table 5
and Section 5.2 for descriptions of the participating codes in this test. In particular, see Section 5.2.3 for variations of GADGET. We note that three code groups, –
GADGET-2-CFS, GADGET-3-CFS, and GADGET-3-AFS –, have employed an initial condition in which the resolution outside the Lagrangian volume of the target
halo’s 2Rvir sphere is adaptively lowered; see Section 5.1 for more information. Hence, particle distributions only within ∼ Rvir (marked with a dashed circle in
the last panel) can be most reliably compared across all 9 codes with the best available resolution. Simulations performed by: Samuel Leitner (ART-II), Ji-hoon
Kim (ENZO), Oliver Hahn (GADGET-2-CFS),Keita Todoroki (GADGET-3), Alexander Hobbs (GADGET-3-CFS and GADGET-3-AFS), Sijing Shen (GASOLINE),
Michael Kuhlen (PKDGRAV-2), and Romain Teyssier (RAMSES). The full color version of this figure is available in the electronic edition.

portion of the calculation and a shock-capturing, unsplit
2nd-order MUSCL scheme (Monotone Upstream-centered
Scheme for Conservation Laws) for the fluid component.45
The Poisson equation is solved on the AMR grid using a
multi-grid scheme with Dirichlet boundary conditions on ar-
bitrary domains (Guillet & Teyssier 2011). The fluid can be
modeled using the Euler equations, for which various Rie-
mann solvers are implemented (e.g., GLF, HLL, Roe, HLLC

45 The website is http://www.itp.uzh.ch/∼teyssier/Site/RAMSES.html.

and exact). The best compromise between speed and accu-
racy is offered by the HLLC Riemann solver that we will use
in AGORA simulations (Toro et al. 1994). Standard recipes for
star formation and stellar feedback are also implemented, the
most recent addition being a stellar feedback scheme based on
a non-thermal pressure term (Teyssier et al. 2013).

5.3. Results
In this section, we lay out the results of the proof-of-concept

simulations. In particular, the discussion is centered on the
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Density-weighted 
projection of squared 
dark matter density 
at z = 0 from the 
proof-of-concept dark 
matter-only tests on 
a quiescent ∼1.7 × 
1011 M⊙ halo.  
Density-weighted 
projections produced 
with the common 
analysis toolkit yt of 
the finest resolution 
dark matter particles 
in a 200 h−1 kpc box. 

Simulation credits: 
Samuel Leitner 
(ART-II), Ji-hoon Kim 
(ENZO), Oliver Hahn 
(GADGET-2-CFS), 
Keita Todoroki 
(GADGET-3), 
Alexander Hobbs 
(GADGET-3-AFS), 
Sijing Shen 
(GASOLINE), 
Michael Kuhlen 
(PKDGRAV-2), Oliver 
Hahn and Romain 
Teyssier (RAMSES).
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Figure 5. A compilation of 9 maps of density-weighted projection of squared dark matter density from the proof-of-concept dark matter-only tests by 9 different
versions of the participating codes in 200 h−1 kpc boxes at z = 0. The field of view for each panel approximately matches the extent of the virial radius of the
host halo (Rvir " 150 kpc). Panels generated on the common analysis yt platform. For descriptions of the simulation codes and credits, we refer the interested
readers to Section 5.2 and the caption of Figure 3. The full color version of this figure is available in the electronic edition.

sembled in Figure 4 are dark matter density profiles centered
on the target halo of mass Mvir " 1.7× 1011M$ at z = 0. To
make these profiles, all the dark matter particles within each
radial shell are considered, including substructures and lower
resolution particles, if any. As demonstrated in the bottom
panel of Figure 4, all 9 profiles agree very well within a frac-
tional difference of 20% down to a radius of ∼ 1 kpc. The
location of the maximum density is chosen to be the center
of the profile; therefore, the inter-code discrepancies among
the centers of profiles may explain the increasing differences,
especially within∼ 1 kpc of radius. We again note that all the
profiles in this figure are generated with a common yt script.
We refer the interested readers to Appendix C to see an exam-

ple script we employed for the presented analysis.

5.3.2. Substructure Mass Distribution
Figure 5 shows the density-weighted projections of squared

dark matter density of the 9 different proof-of-concept runs
at z = 0 in a 200 h−1 kpc box. It helps to visualize where
the substructures are located near the host halo within its
virial radius, Rvir. Readers should note that the field of
view for each panel approximately encompasses the extent
of the virial radius of the target halo (Rvir " 150 kpc for a
Mvir " 1.7× 1011M$ halo). The structural differences be-
tween different code platforms in this scale are more promi-
nent than what is observed in a wider field of view (e.g., Fig-
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- How to solve the too-high SF at high z in intermediate-mass galaxies?
- Producing as many bulgeless disk galaxies as observed?
- Effects of baryons on dwarf galaxies: core/cusp? TBTF problem?
- What quenches star formation in galaxies above a characteristic central 
density? Roles of FB and cutoff of cold flows above Mhalo~1012 M⦿?
- Feedback from SF and AGN - effects of different recipes, comparisons 
with observations such as SF efficiency, high-velocity outflows, clumps
- Observations show that about half of all star-forming galaxies at z = 1-3 
are clumpy.  Do simulations see this?  Role in forming spheroids? 

Most stars form in galactic disks, but 2/3 to 3/4 of stars today are in 
spheroids.  ΛCDM simulations such as Bolshoi show that there are not 
nearly enough major mergers to produce the observed intermediate-
mass spheroids.  Semi-analytic models (SAMs) find that including violent 
disk instability (VDI) creating clumps that migrate to the galactic centers 
produces the observed abundance and properties of spheroids and 
compact “nugget” galaxies at z > 2 (Lauren Porter, Rachel Somerville, JP, 
et al. 2013). The next several slides show how we create realistic images 
from Daniel Ceverino’s simulations using our Sunrise code and how we 
are comparing simulations and SAMs...

Text

Examples of galaxy issues to be addressed by AGORA
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Sunrise Radiative Transfer Code
For every simulation snapshot:
• Evolving stellar spectra calculation
• Adaptive grid construction
• Monte Carlo radiative transfer
• “Polychromatic” rays save 100x CPU time
• Graphic Processor Units give 10x speedup

“Photons” are 
emitted and 
scattered/
absorbed 
stochastically

Patrik Jonsson 
& Joel Primack
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Spectral Energy Distribution

Visible Light

Ultraviolet Infrared

w/o dust
face on

edge on

Friday, August 16, 13
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.Half.mass(radii((bigger(with(dust)
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What’s'the'effect'of'including'dust?

stars(
only
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dust

cemoody.imgur.com
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Ceverino+ VL6 Cosmological Zoom-in Simulation

z"= 

Chris Moody

Face-On Edge-On
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Simulated
Galaxy

10 billion 
years ago

as it would 
appear 

nearby to 
our eyes 

face-on edge-on

as it 
would 

appear to 
Hubble’s 

ACS 
visual 

camera

as it 
would 

appear to 
Hubble’s  

WFC3 
infrared 
camera
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Our Simulations w/ Dust look a lot like galaxies 
from 10 billion years ago that we see with 

Hubble Space Telescope

We are now systematically comparing 
simulated and observed galaxy images
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CANDELS DATA - Preliminary

SMOOTH  CLUMPY 

Coded by Sersic Coded by Sersic
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CANDELS DATA
 Preliminary

v band         h bandv band         h band

ClumpyNot Clumpy
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CANDELS DATA
 Preliminary

Compared with Daniel Ceverino’s 
simulations without RP 

by Mark Mozena, Chris Moody, 
Priya Kollipara, & JP  ➔
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Compact SFGs properties
❖ 80% dusty (IR-) star-

formation.
❖ high-sersic, undisturbed app.
❖ 40% AGN det. fraction.
❖ 300 Myr -1 Gyr quenching 

times.
❖ AGN/SF feedback 

(outflows?)

Compact SFGs formation
❖ SAMs - DI (60%) % wet mergers 
❖ SAMs - Preferentially in already compact gal.
❖ ART-hydro - VDI time-scale 300 - 500 Myrs.

1.

1.

2.

2.

Guillermo

Barro
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1. 2.

Semi-Analytic

Model:
Lauren Porter,

Rachel Somerville, 
JP, et al.

Reproduces the 

CANDELS 

observations

Will AGORA simulations agree

with the CANDELS observations?

.

.

.

wet major merger
dry major merger
no major merger

Galaxies that pass
through Compact SF phase

Compact SFDiffuse SF
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