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The possible roles of AGN feedback
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Figure 1. M–σ relation for galaxies with dynamical measurements. The symbol indicates the method of BH mass measurement: stellar dynamical (pentagrams), gas
dynamical (circles), masers (asterisks). Arrows indicate 3σ68 upper limits to BH mass. If the 3σ68 limit is not available, we plot it at three times the 1σ68 or at 1.5 times
the 2σ68 limits. For clarity, we only plot error boxes for upper limits that are close to or below the best-fit relation. The color of the error ellipse indicates the Hubble
type of the host galaxy: elliptical (red), S0 (green), and spiral (blue). The saturation of the colors in the error ellipses or boxes is inversely proportional to the area of
the ellipse or box. Squares are galaxies that we do not include in our fit. The line is the best fit relation to the full sample: MBH = 108.12 M!(σ/200 km s−1)4.24. The
mass uncertainty for NGC 4258 has been plotted much larger than its actual value so that it will show on this plot. For clarity, we omit labels of some galaxies in
crowded regions.

relation from sample S. The distribution of the residuals appears
consistent with a normal or Gaussian distribution in logarithmic
mass, although the distribution is noisy because of the small
numbers. For a more direct test of normality we look at log(MBH)
in galaxies with σe between 165 and 235 km s−1, corresponding
to a range in log(σe/200 km s−1) from approximately −0.075
to 0.075. The predicted masses for the 19 galaxies in this
narrow range differ by at most a factor of 4.3, given our
best-fit relation. The power of having a large number of
galaxies in a narrow range in velocity dispersion is evident
here, as there is no need to assume a value for the slope of

M–σ or even that a power-law form is the right model. The
only assumption required is that the ridge line of any M–σ
relation that may exist does not change substantially across
the range of velocity dispersion. The mean of the logarithmic
mass in solar units is 8.16, and the standard deviation is
0.45. The expected standard deviation in mass is 0.19, based
on the rms dispersion of log(σe/200 km s−1) (0.046) in this
range times the M–σ slope β; thus the variation in the ridge line
of the M–σ relation in this sample is negligible compared to
the intrinsic scatter. We perform an Anderson–Darling test for
normality with unknown center and variance on this sample of

values below the dominant high-specific SFR ‘‘sequence,’’ down
to very low levels. AtM! ¼ 2 ; 1011 M#, close to where the high-
specific SFR ‘‘sequence’’ terminates, the galaxies with low specific
SFRs begin to dominate. Above logM! ¼ 11:8 the plot is domi-
nated by noise from very few objects with such high mass. This
figure compares well to Figure 24 in B04.

7.2. The Star-forming Sequence

We now focus on star formation histories of various classes of
galaxies. In Figure 17 we show specific SFR against the stellar
mass for the star-forming galaxies, AGNs (together with SF/AGN
composites), and the class without H! detection. For each class
the top panels show nominal, unweighted data, while the bottom
panels are volume-corrected. Dashed line has the same meaning
as in Figure 15. First we notice that the three classes occupy rela-
tively distinct portions of the parameter space. This is especially
pronounced in the unweighted plots. Thus, the three classes ap-
pear to have had quite different star formation histories. This was

to some extent indicated in the CMDs (Fig. 1) but is more strik-
ing now.

The star-forming (SF) class, which forms a blue sequence in
the CMD (Fig. 1), dominates the high values of the specific SFR.
The sequence that was obvious in Figure 15 stands completely
isolated here. In the weighted plot we see an ever-increasing den-
sity toward the lower mass, which reflects a rising low-mass slope
of themass function of late type (blue) galaxies.While the typical
SFR rises from 0.1M# yr$1 at the low-mass end to 10M# yr$1 at
1011 M# (consistent with the assumption that the more massive
galaxies contain more gas and therefore have higher SFRs), the
specific SFR actually declines by a factor of 10. The tightness of
the ‘‘star-forming’’ sequence (note that the formal error of the spe-
cific SFR is only 0.20 dex) represents an important indication that
the galaxy’s mass regulates the overall star formation history (see
alsoGavazzi et al. 1996; Boselli et al. 2001). It appears reasonable
to assume that in the absence of an event thatmay disturb galaxy’s
gas reservoir, a galaxy would ‘‘naturally’’ sit on this tight se-
quence. This appears contrary to the suggestions that the red
(non-SF) sequence forms by simple gas exhaustion, since we
would then have a much wider range of (specific) SFRs at the
given mass, for galaxies observed in the various stages of gas

Fig. 15.—Dependence of the star formation history on the stellar mass. We
use the specific SFR (SFR/M!) as an indicator of a star formation history. Gal-
axies with a larger fraction of recent star formation will have a higher value of the
specific SFR. Instead of a single value, each galaxy is represented with a full two
dimensional probability function. The dashed line, shown for reference, represents
a constant SFR of 1M# yr$1. The top panel gives equal weight to every galaxy in
the sample, while the bottom panel shows logarithms of volume-corrected values
(i.e., weighted by Vmax). Uneven behavior at lowmasses is because of a small num-
ber of galaxies (or no galaxies) in some bins. Note that the sample is only optically
selected. Our completeness limit is below the lowest mass on the plot.

Fig. 16.—Conditional dependence of the star formation history on the stellar
mass. Same sample as in Fig. 15, but with each 0.05 dex wide mass bin nor-
malized to its maximum separately. This allows us to see what specific SFRs dom-
inate at each mass, and to follow activity where there are to few objects to show in
the standard plot. The bottom panel shows running modes from the top panel to-
gether with a Schechter-like fit to those points.
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Also, prevent gas cooling in massive halos (“radio mode”)

Establish correlations between 
SMBH and galaxy properties Truncate star formation

Salim+07

Gultekin+09



Prescription-based model successes

• If f~5% of Lbol couples to the ISM, then simulations can 
reproduce the M-σ relation and truncate star formation

• But, poor understanding of coupling mechanisms & scarce 
observational constraints

Silk, Rees, Springel, Di Matteo, Hernquist, Hopkins, Wyithe, Loeb, ...

..............................................................
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In the early Universe, while galaxies were still forming, black
holes as massive as a billion solar masses powered quasars.
Supermassive black holes are found at the centres of most
galaxies today1–3, where their masses are related to the velocity
dispersions of stars in their host galaxies and hence to themass of
the central bulge of the galaxy4,5. This suggests a link between the
growth of the black holes and their host galaxies6–9, which has
indeed been assumed for a number of years. But the origin of the
observed relation between black hole mass and stellar velocity
dispersion, and its connection with the evolution of galaxies,

have remained unclear. Here we report simulations that simul-
taneously follow star formation and the growth of black holes
during galaxy–galaxy collisions. We find that, in addition to
generating a burst of star formation10, a merger leads to
strong inflows that feed gas to the supermassive black hole and
thereby power the quasar. The energy released by the quasar
expels enough gas to quench both star formation and further
black hole growth. This determines the lifetime of the quasar
phase (approaching 100million years) and explains the relation-
ship between the black hole mass and the stellar velocity
dispersion.

A large fraction of the black hole mass in galaxies today is thought
to have been assembled during the peak of quasar activity in the
early Universe11,12, when large amounts of matter were available for
accretion onto central black holes. Interactions and mergers
between galaxies are known to trigger large-scale nuclear gas
inflows13,14, which are required for the growth of central black
holes by accretion. Also, hierarchical models of galaxy formation
imply that mergers of galaxies form elliptical or spheroidal com-
ponents in galaxies, by destroying stellar disks and triggering
nuclear starbursts.

This has led to suggestions that theMBH–j relation (whereMBH

is the black hole mass, and j is the velocity dispersion of stars in the
bulge of galaxies) could arise in galaxy mergers, provided that
strong outflows are produced in response to major phases of
accretion, capable of halting further black hole growth8,15–17. Indeed,

Figure 1 Snapshots of the simulated time evolution of mergers of two galaxies with and
without black holes. The full time sequence for this simulation can be viewed in the

Supplementary Video. Top and bottom panels show respectively the models with and

without the inclusion of black holes (BH). In both cases, four snapshots at different times in

the simulations are shown. The images visualize the projected gas distribution in the two

galaxies, colour-coded by temperature (blue to red). The colliding galaxies have the same

initial mass corresponding to a ‘virial velocity’ V vir ¼ (M tot £ 10GH 0)
1/3 ¼ 160 km s21,

and consist of an extended dark matter halo, a stellar bulge, and a disk made up of stars

and 20% gas (here M tot is the total halo mass, G is the gravitational constant and

H 0 ¼ 100 h km s21 Mpc21 is the Hubble constant where we take the constant h ¼ 0.7).

Each individual galaxy in the simulations is represented with 30,000 particles for the dark

matter, 20,000 for the stellar disk, 20,000 for the gaseous disk, and 10,000 for the bulge

component. Two such galaxies were set up on a parabolic, prograde collision course, and

then evolved forward in time numerically with GADGET-2 (ref. 29), a parallel tree-smooth-

particle-hydrodynamic simulation code. The first snapshot (t ¼ 1.1 Gyr) shows the

systems after the first passage of the two galaxies. The second snapshot (t ¼ 1.4 Gyr)

depicts the galaxies distorted by their mutual tidal interaction, just before they merge. The

peak in the star formation and black hole accretion (see also Fig. 2) is reached at the time

of the third snapshot (t ¼ 1.6 Gyr), when the galaxies finally coalesce. At this time, a

strong wind driven by feedback energy from the accretion expels much of the gas from the

inner regions in the simulation with black holes. Finally, the last snapshot shows the

systems after the galaxies have merged (t ¼ 2.5 Gyr), leaving behind quasi-static

spheroidal galaxies. In the simulation with black holes (top), the remnant is very gas poor

and has little gas left that is dense enough to support ongoing star formation. This

highlights the fact that the presence of supermassive black holes, which accrete matter

from the surrounding gas and heat it with the associated feedback energy, dramatically

alters the merger remnant. The scale bar shows the dimension in units of kpc h 21

(1 pc ¼ 3.26 light years).

letters to nature
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Outline

• What are FeLoBALs?

• A physical model of FeLoBALs: 

➡ formation in situ at R~kpc           
(physically distinct from most, high-ionization BALs)

➡ radiative shocks in cloud crushing

• Implications for QSO feedback
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What are BALs?

• Broad absorption lines in QSOs:

➡ usually high-ionization SiIV, CIV

➡ blue shifted v~10,000 km/s, Δv~1,000s km/s ⇒ AGN outflows

➡ R≲1 pc (variability) ⇒ accretion disk winds (Murray+95)

• Seen in ~20% of QSOs (up to 40% in IR-selected samples)

and therefore it does not include this spurious trough. We iden-
tify 138 such objects with BI > 0 and AI ¼ 0, all of which are
not included in our BALQSO catalog because they contain only
spurious troughs.

5.2. LoBALs

Only 191 nonspurious traditional LoBALs were identified via
Mg ii. This represents just 0:55% " 0:04% of the 34,973 SDSS
DR3 quasars in the redshift range 0:5# z # 2:15. The small
fraction of LoBALs found using the traditional BI is not sur-
prising, since Mg ii broad absorption troughs are known to be
weaker and narrower than those found for C iv (Voit et al. 1993).
In addition, Mg ii absorption troughs typically occur nearer the
systematic velocity, within 3000 km s$1 (Reichard et al. 2003a).
For these reasons it is more appropriate to discuss our sample of
LoBALs identified through the AI in the Mg ii region.

We identify 457 Mg ii LoBALs, or 1:31% " 0:06% of qua-
sars in our sample redshift range. Figure 8 gives the distribution
of AI values for these LoBALs. The distribution peaks at nearly
the same AI value as Figure 6 for BALQSOs, but tails off more
swiftly, indicating that Mg ii troughs are not typically as wide
and/or deep as C iv troughs. This is in agreement with other
studies of LoBALs (e.g., Voit et al. 1993).

Fig. 7.—Two non-BALQSO spectra, seven example BALQSOs, and one object with BI > 0 and AI ¼ 0, plotted in the region 1400–1570 8. These objects were
chosen as examples to show fitted continua in the C iv region, and to show the differences between the AI and BI. All 10 are discussed individually in x 5.1. All spectra
are smoothed by 3 pixels (roughly the SDSS resolution element). Spectral regions identified as BAL troughs (according to the AI definition) are designated by thicker
lines. [See the electronic edition of the Supplement for a color version of this figure.]

Fig. 8.—AI distributions of quasars with nonzero Mg ii AI in different
redshift and luminosity bins. Each bin is 50 km s$1 wide. The distribution peaks
at about AI % 350 km s$1, and only a few quasars have AI > 2000 km s$1 in
the Mg ii region.
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What are FeLoBALs?

• Subset of QSO BALs

➡ absorption by low-ionization 

species, including FeII

➡ lower v~1,000-10,000 km/s, 

Δv~100s km/s

• Rare: 

➡ only ~1/500 of optical QSOs 

have FeLoBALs

• No real theory

No. 2, 2010 THE MULTI-COMPONENT ABSORBER QSO 0318-0600 613

Figure 1. Portion of the VLT spectrum showing the Fe ii UV 38 multiplet in SDSS J0318−0600 (the full spectrum can be found online). Line identifications are
indicated by vertical blue lines for the expected position of component i, based on the redshift z = 1.9257. The redshift of the quasar is in black located at the top
right. The log(gf ) values of the identified transitions are shown above the spectrum, where g is the statistical weight and f is the oscillator strength. The size of the
vertical blue line provides the value, which can be read from the y-axis scale at the top right. Each identifier lists the ion, wavelength, and lower energy level (in 1000
s of cm−1). The spectrum error is plotted in solid black below the spectrum (≈0.05 in normalized flux)
(A color version and the complete figure set [35 images] are available in the online journal.)

Table 2
Detected Absorption Lines in QSO 0318−0600

Ion Wavelength log gf Elow glow Components Referencea
Measured

C II 1334.53 −0.619 0 2 a,b–h,k 5
C II* 1335.71 −0.359 63 4 a,i,k 5
C IV 1548.20 −0.423 0 2 a,b–h,k 5
C IV 1550.77 −0.723 0 2 i,k 5

Notes.
a (5) Moore (1970, Section 3).
(This table is available in its entirety in a machine-readable form in the online
journal. A portion is shown here for guidance regarding its form and content.)

10 components in the Fe ii UV 1, 2, & 3 multiplet absorption
complexes.
The Fe ii multiplets UV 1, 2, & 3 are the best candidates to

identify Fe ii lines from the other 10 components to measure,
because they contain the Fe ii transitions with the strongest
oscillator strengths. However, this task proves to be non-
trivial in SDSS J0318−0600. Identifying measurable lines
from a saturated and heavily blended region (see Figure 2)
is difficult, especially when considering the large number of
strong resonance and excited state lines. Therefore, we attempt
to identify as many of the 11 components in the UV 1, 2,
and 3 multiplets using the Al ii template to search for these 11
components where blending is not so prevalent. We provide the
full list of detected ions, transition wavelengths, their oscillator
strengths, and lower level energies in the online version of
Table 2.
We find that for the lowest and highest velocity components

(k and a), enough measurements or limit determinations are
available and that we can effectively determine the electron den-
sity (nH), the ionization parameter (UH ), and the total hydrogen
column density (NH , see Section 4). Unfortunately, blending
prevents us from identifying enough measurable troughs for
components b–h for proper analysis. We opt for the limiting
case by taking the sum of these latter systems (see Section 3.2).

3.2. Column Density Determinations

With a list of measurable absorption troughs, we extract ionic
column densities. We begin the process by measuring lines from
the strongest component, (i), where we employ three primary
methods for determining the columndensities.Wedescribe three
additional methods for column density determination that are
less reliable in Section 3.3. We provide the measured values of
ionic column densities as well as the method applied in Table 3.
Our first method of measuring column densities is to model

a set of observed Fe ii resonance lines (e.g., Figure 3) using an
inhomogeneous absorption model, where we approximate the
gas distribution across our line of sight (LOS) to the background
source with a power law (see de Kool et al. 2002c; Arav et al.
2008, especially Figure 4, for a full description). The optical
depth at a given velocity within the outflow is described by

τv(x) = τmax(v)xa, (1)

where x is the spatial dimension in the plane of the sky
(simplified to one dimensionwithout loss of generality, see Arav
et al. 2005), a is the power law distribution index, and τmax(v)
is the highest value of τ at a given velocity. We simultaneously
solve for both τmax and a for each velocity resolution element
of the resonance Fe ii lines and apply this distribution (a) to
the excited Fe ii lines. We then apply the same distribution
dictated by the Fe ii lines to all ions because this is the simplest
assumption that imposes the strongest constraints.
We convert the modeled τ v to column density via (Savage &

Sembach 1991)

N (v) = 3.8× 1014
1

f λ
τv(cm−2 km−1 s), (2)

where λ is the wavelength of the line in Å, f is the oscillator
strength, and τ v is the optical depth in velocity space in km s−1,
which is integrated over the spatial dimension x. Using
Equation (2), we compute the column density for each veloc-
ity element and integrate over the range in velocity, which we

Dunn+10

SDSS J0318-0600



FeLoBALs are particularly well-suited for
photoionization modeling

• Fine structure lines of FeII and HeI have orthogonal dependences 
on ne and T

• Observations (Lbol=1046.7-47.7 erg s-1) + photoionization modeling 
(Cloudy) have revealed (Moe+09, Dunn+10, Bautista+10):

➡ ne~104 cm-3

➡ T~104 K

➡ NH~1020-21 cm-2

➡ R~1-3 kpc     (distance from SMBH)

➡ ΔR~0.01 pc   (absorber thickness)

No. 1, 2010 DISTANCE TO MULTIPLE FeLoBAL COMPONENTS 27

Table 2
Measured Column Densities in SDSS J0318–0600

Species Elow(cm−1) Column Density (×1012 cm−2)

Comp. a Comp. i Comp. k Comp. b–h

Al ii 0 116.1 ± 0.1 400 ± 40 35.0 ± 0.3 >390
Al iii 0 46.0 ± 0.4 1560 ± 220 73.0 ± 0.8 >810
C ii 0 333 ± 11 1100 ± 200 >14000
C ii 63 577 ± 21 >19000 1800 ± 300
C iv 0 734 ± 10 29000 ± 3000 1297 ± 13 >10000
Fe ii 0 <40 1275 ± 35 154 ± 6 >490
Fe ii 385 294 ± 77
Fe ii 668 9.0 ± 0.3
Fe ii 863 147 ± 36
Fe ii 977
Fe ii 1873 163 ± 49
Fe ii 2430 25.0 ± 5.4
Fe ii 7955 8.1 ± 0.2
Mg ii 0 28.7 ± 0.1 3200 ± 400 192 ± 1 >880
Mn ii 0 17.5 ± 0.1
Ni ii 0 180 ± 4 <120
Ni ii 8394 64.0 ± 0.4 10.0 ± 0.3
Si ii 0 101 ± 3 7220 ± 100 640 ± 150 >3500
Si ii 287 <50 7380 ± 130 352 ± 12
Si iv 0 145 ± 6 5600 ± 1300 140 ± 4 >1800

Figure 2. Electron density diagnostics from Fe ii in QSO 2359–1241. The ratio
of column densities of the excited level at 385 cm−1 (a 6D7/2) to the ground level
(a 6D9/2) is plotted against the logarithm of the electron density. The measured
ratios for each of the FeLoBAL components are drawn on top of the theoretical
prediction. The uncertainties in the measured ratios are depicted by vertical
bars, and that leads to uncertainties in the derived electron density which are
indicated by horizontal bars.

limit log(ne/cm−3) < 2.8 from the ratio of the Si ii excited
(287 cm−1; 2Po

3/2) to the ground (2Po
1/2) levels. For components

i and k, the Si ii ratios yield log(ne/cm−3) = 3.3 ± 0.2
and log(ne/cm−3) = 2.85 ± 0.10, respectively. Additional
diagnostics from Fe ii are available for component i and they
are all consistent with the present determination (see Dunn
et al. 2010). Figure 3 illustrates the present diagnostics. The
theoretical level populations for C ii were computed using the
effective collision strengths of Blum & Pradhan (1992) and A-
values from Wiese & Fuhr (1995). For the Si ii spectral model,
we use the effective collision strengths of Dufton & Kingston

Figure 3. Electron density diagnostics from the observed ratios of column
densities of excited to ground levels of C ii and Si ii in SDSS J0318–0600. For
the component a, only an upper limit to the Si ii ratio could be obtained from
observations.

(1991) and A-values for forbidden transitions of Nussbaumer
(1977).

In Arav et al. (2008), Korista et al. (2008), and Dunn et al.
(2010), we showed that the troughs in QSO 2359–1241 and
SDSS J0318–0600 arise from a region where hydrogen is mostly
ionized, thus the electron density derived above should be nearly
equal (within ∼10%) to the total hydrogen density of the clouds.

3.2. Ionization Structure of the Outflows

Under the premise that the absorbers are in photoionization
equilibrium, we assume constant gas density clouds in plane
parallel geometry. Thus, the ionization structure of a warm
photoionized plasma is typically characterized by the so-called

Bautista+10
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FeLoBALs are particularly well-suited for
photoionization modeling

• Fine structure lines of FeII and HeI have orthogonal dependences 
on ne and T

• Observations (Lbol=1046.7-47.7 erg s-1) + photoionization modeling 
(Cloudy) have revealed (Moe+09, Dunn+10, Bautista+10):

➡ ne~104 cm-3

➡ T~104 K

➡ NH~1020-21 cm-2

➡ R~1-3 kpc     (distance from SMBH)

➡ ΔR~0.01 pc   (absorber thickness)
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diagnostics from Fe ii are available for component i and they
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Figure 3. Electron density diagnostics from the observed ratios of column
densities of excited to ground levels of C ii and Si ii in SDSS J0318–0600. For
the component a, only an upper limit to the Si ii ratio could be obtained from
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(1991) and A-values for forbidden transitions of Nussbaumer
(1977).

In Arav et al. (2008), Korista et al. (2008), and Dunn et al.
(2010), we showed that the troughs in QSO 2359–1241 and
SDSS J0318–0600 arise from a region where hydrogen is mostly
ionized, thus the electron density derived above should be nearly
equal (within ∼10%) to the total hydrogen density of the clouds.

3.2. Ionization Structure of the Outflows

Under the premise that the absorbers are in photoionization
equilibrium, we assume constant gas density clouds in plane
parallel geometry. Thus, the ionization structure of a warm
photoionized plasma is typically characterized by the so-called
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⇒ ΔR/R~10-5 !!!



In principle, can derive mechanical properties
of the QSO wind

• Common assumption of partial, cold thin shell (e.g., Arav 10)

• But: 

➡ can we understand the implied FeLoBAL properties (esp., 
ΔR/R~10-5)?

➡ what is the proper way of relating the observations to the 
underlying quasar outflows?

Ṁshell = 8πΩRNBAL

H
µmpv Ėk =

1

2
Ṁshellv

2

for Ω=0.2 (Moe+09, Dunn+10, Bautista+10)⇒ ĖK ∼ 0.05− 1% Lbol



FeLoBAL must form in situ, 
at R~kpc from SMBHs

• If FeLoBALs traveled from the SMBH to their implied location...

tflow ≈ R

v
≈ 3× 105 yr

�
R

3 kpc

��
v

10, 000 km s−1

�−1

tKH ≈ 630κ yr

tevap ≈ 6× 103 yr

• But destroyed by hydro instabilities and thermal evaporation in
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Radiative shock model outline

• FeLoBALs can form in situ via interaction of a quasar blast wave 
with an interstellar gas clump

vsh

nH 
pre, Tpre

nH 
c,i, Tc

i

a

QSO blast wave encounters moderately 
dense ISM cloud.

vsh

vsh,c

Shock wave propagates in cloud on 
crushing time tcc, cloud is destroyed 

by K-H in tKH~20tcc, and is accelerated 
to ~vsh in tdrag.

nH 
c,f, Tc

f

vsh

At t>tKH, tdrag, original cloud is shredded 
into cloudlets traveling at ~vsh and 
compressed by hot post-shock gas.

Tsh~vsh
2 Tsh~vsh

2
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Cloud crushing by shocks,
Kelvin-Helmholtz instability

336 COOPER ET AL. Vol. 703

Figure 5. Logarithm of the density through the y = 0 plane in model rfd384 showing the effect of the clouds initial density on the evolution of a radiative fractal cloud.
(A color version of this figure is available in the online journal.)

Figure 6. log-temperature (top), log-pressure (middle), and velocity (bottom) at 0.35 (right) and 0.75 (left) epochs through the y = 0 plane in model rf384.
(A color version of this figure is available in the online journal.)

Table 2), has a greater degree of fragmentation and is less
cohesive when it leaves the computational grid. This is a result
of the inhomogeneous nature of the fractal cloud’s initial density
distribution and the larger cross section it presents to the incident
wind (Figure 1, left panel). The cloud first fragments along
regions where the wind finds paths of least resistance, i.e.,
regions of low density. As a result, the fractal cloud breaks
up into multiple core fragments. As the wind finds no regions of
least resistance in the spherical cloud, it is able to retain a single
cohesive structure for a longer period of time. Thus, not only

is the initial geometry of the cloud important in determining
its evolution, the distribution of the cloud’s density determines
how quickly the cloud begins to fragment. More homogeneous
density distributions would result in less initial fragmentation.

3.2. Effect of Radiative Cooling

3.2.1. Adiabatic Case

In order to understand the degree as to which the inclusion of
radiative cooling affects the survival of a cloud, we performed

• Well-studied problem for SNRs (e.g., Klein+94, Mellema+02, Cooper+09)

vsh,c ≈ vsh

�
next

H

nc

H

tcc ≈
∆R

2vsh,c

CAFG, Quataert, & Murray, submitted

tKH ∼ κtcc



Requirements for producing FeLoBALs
in radiative shocks explain observed 

tcool < tcc

• Acceleration, cold gas: 

NH � 1020 cm−2

�
vsh

5, 000 km s−1

�4.2

⇒

• Post-shock compression:

nBAL

H
≈ 4npre

H

�
Tsh

104 K

�
∼ 104 cm−3

CAFG, Quataert, & Murray, submitted

tdrag < tKH

⇒ ∆R ∼ 0.01 pc



Other FeLoBAL model successes

• FeII selects UH ∝ Lbol/R
2nBAL

H
∼ 10−3 − 10−2

⇒ R~kpc in bright Lbol=1046.7-47.7 erg s-1 QSOs analyzed

• Shredding of ISM clump 

⇒ multiple components at 

same R, but different v

⇒ supra-thermal line widths

• Dust in clump ⇒ FeLoBAL QSOs are redder than average

CAFG, Quataert, & Murray, submitted
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Table 1
Measured Column Densities in QSO 2359–1241

Species Elow (cm−1) Column Density (×1012 cm−2)

Comp. a Comp. b Comp. c Comp. d Comp. e

He i 159 856 14.3 ± 0.7 22.9 ± 3.4 6.1 ± 0.3 4.5 ± 2.2 138.0 ± 9.9
Fe ii 0 0.49 ± 0.08 5.7 ± 1.5 2.7 ± 0.3 2.7 ± 0.1 72.4 ± 3.5
Fe ii 385 0.93 ± 0.28 0.40 ± 0.09 0.60 ± 0.22 32.4 ± 1.2
Fe ii 668 1.1 ± 0.5 18.2 ± 1.3
Fe ii 863 0.45 ± 0.20 11.5 ± 0.9
Fe ii 977 7.1 ± 0.6
Fe ii 1873 77.6 ± 9.5
Fe ii 7955 5.0 ± 0.5
Mg i 0 0.04 ± 0.02 2.1 ± 1.0 0.28 ± 0.02 0.04 ± 0.03 0.83 ± 0.06
Mg ii 0 >65
Si ii 0 198 ± 48
Si ii 287 794 ± 206
Al iii 0 12.7 ± 0.4 >79
Ca ii 0 0.07 ± 0.03 0.83 ± 0.04 0.47 ± 0.02 3.3 ± 0.3
Ni ii 8394 6.2 ± 0.6

Figure 1. Absorption troughs showing five and 11 clearly separated absorption
components in the spectra of QSO 2359–1241 and SDSS J0318–0600, respec-
tively. The same components in velocity space seem to be present in all troughs
of the same object.

of the outflows. The sample was extracted out of 50,000 objects
in the SDSS database as part of a major ongoing effort to study
the nature of quasar outflows and their effects on the host galaxy
(Moe et al. 2009).

2. THE MEASURED COLUMN DENSITIES

Observations of QSO 2359–1241 and SDSS J0318–0600 con-
sist of echelle VLT/UVES high-resolution (R ≈ 40,000) spec-
tra with 6.3 hr exposures for each object. Figure 1 illustrates
the structure of the absorption troughs. The observations for
QSO 2359–1241 were presented in Arav et al. (2008), together
with the identification of all the absorption features associated
with the outflow. Column densities of only the strongest compo-
nent (e) were measured at that time. The observations of SDSS
J0318–0600 are presented in Dunn et al. (2010). The high signal-

to-noise data allowed us to measure the column densities from
5 unblended absorbers in QSO 2359–1241 and 11 components
in SDSS J0318–0600. For the latter, though, only the strongest
components, a, i, and k, could be independently measured, while
all other components had to be measured as a single blended
structure. Whenever possible, the column densities were de-
termined through three different assumptions, i.e., full cover-
ing or apparent optical depth, partial line-of-sight covering, and
velocity-dependent covering according to the power-law method
of de Kool et al. (2001) and Arav et al. (2005). For each com-
ponent in QSO 2359–1241, we find that the troughs require the
power-law method to determine the full column density. We
quote the column density determined by the power-law method
in Table 1. For the three components in SDSS J0318–0600, we
find that the results of these three methods are generally in good
agreement, indicating that there is full covering of each source
and the column densities could be reliably measured (see Dunn
et al. 2010).

The measured column densities for the observed components
in QSO 2359–1241 and SDSS J0318–0600 are given in Tables 1
and 2, respectively.

3. ANALYSIS OF SPECTRA AND MODELING

3.1. The Density of the Outflows

We use the observed ratios of column densities of excited to
resonance lines as electron density indicators, which are directly
proportional to the level populations. In QSO 2359–1241, we
find excellent diagnostics from the Fe ii column densities of
the a5D7/2 level at 385 cm−1 and the ground level a5D9/2.
The diagnostics are shown in Figure 2. From these, we get
log(ne/cm−3) = 4.4 ± 0.1 for component e (see Korista
et al. 2008), log(ne/cm−3) = 3.8 ± 0.2 for component d, and
log(ne/cm−3) = 3.6 ± 0.1 and 3.6 ± 0.2 for components c
and b. Unfortunately, we have no excited lines in component
a suitable for diagnostics. The theoretical level populations for
the Fe ii ion were computed from the atomic model of Bautista
& Pradhan (1998).

In SDSS J0318–0600, we find a density diagnostic for
component a in the ratio of C ii column densities of the excited
level at 63 cm−1 (2Po

3/2) to the ground level (2Po
1/2), which yields

log(ne/cm−3) = 2.6 ± 0.2 cm−3. This is consistent with the

Bautista+10



Implications for QSO feedback

• Not a cold, thin shell outflow! 
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Ṁ ≈ 1, 000− 2, 000 M⊙ yr−1



FeLoBAL outflow properties agree well 
with ULIRGs

• Recent observations of outflows 
in local ULIRGs also indicate

ĖK ∼ few % Lbol(AGN)

• But, debate over whether 
powered by AGN or SF (Chung+10)

(Feruglio+10, Fischer+10, Sturm+11, 
Rupke & Veilleux 11)

• FeLoBALs demonstrate that AGN 
can couple to ISM & drive the 
observed galaxy-scale outflows

The Astrophysical Journal Letters, 733:L16 (5pp), 2011 May 20 Sturm et al.
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Figure 1. Observed PACS spectra (continuum-normalized) of the OH transition at 79 µm (gray). Overplotted are the low-velocity (dotted) and high-velocity (dashed)
fit components and the total fit (solid). The arrow indicates the rest position of H2O 423–312. The dash-dotted line for IRAS 14378 shows the observed spectrum of
the OH transition at 119 µm for this object.

the PACS resolution is ∼140 km s−1. The data reduction was
done using the standard PACS reduction and calibration pipeline
(ipipe) included in HIPE 5.0. However, for the final calibration
we normalized the spectra to the telescope flux (which dom-
inates the total signal, except for NGC 253) and re-calibrated
it with a reference telescope spectrum obtained from dedicated
Neptune observations during the Herschel performance verifi-
cation phase. All of our objects (except NGC 253) are point
sources for PACS. In the following, we use the spectrum of the
central 9′′ × 9′′ spatial pixel (spaxel) only, applying the point-
source correction factors (PSF losses) as given in the PACS doc-
umentation. We have verified this approach by comparing the
resulting continuum flux density level to the continuum level
of all 25 spaxels combined (which is free of PSF losses and
pointing uncertainties). In all cases the agreement is excellent,
however the central spaxel alone provides better signal-to-noise
ratio (S/N). We note for completeness that for NGC 253 the
total OH 79 µm line profile summed over all 5 × 5 spaxels
yields emission, consistent with the Infrared Space Observa-
tory Long-Wavelength Spectrometer observations by Bradford
et al. (1999).

In a next step we have performed a continuum (spline) fit.
Due to the limited wavelength coverage these fits are somewhat
subjective. To help define continuum points and potential
additional spectral features (such as the H2O absorption line
at 78.74 µm, indicated with an arrow in Figure 1), we have
used our full range spectra of Arp 220 and NGC 4418.
These two sources will be analyzed in detail in forthcoming
papers, but preliminary data points for Arp 220 are included in
Figures 2 and 3. We note here that NGC 4418 shows signatures
of an inflow.

3. TARGETS

For this first study of outflow signatures in our data
we use a sub-sample that is mainly constrained by the
observing schedule of Herschel, but that covers a broad
range of AGN and starburst activity, including a starburst
template (NGC 253), a cold, starburst-dominated ULIRG

Figure 2. Maximum outflow velocities (terminal velocities) as a function of star
formation rate (upper panel) and AGN luminosity (lower panel). The asterisk
denotes NGC 253 and the triangle denotes Arp 220.

(IRAS 17208−0014), warm ULIRGs (S25/S60 > 0.1)
and/or ULIRGs with strong AGN contributions (Mrk 231,
IRAS 13120−5453, IRAS 14378−3651), and a heavily ob-
scured ULIRG (IRAS 08572+3915), which hosts a powerful
AGN (e.g., Veilleux et al. 2009, hereafter V09).

4. RESULTS AND DISCUSSION

Figure 1 shows the (continuum-normalized) OH 79 µm line
spectra for all objects. For NGC 253, we show the central spaxel
only. The Mrk 231 spectrum is taken from Fischer et al. (2010)

2
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Table 1
Target Properties, Outflow Rates, and Outflow Velocities (1σ Uncertainties in Parentheses)

Source SFR αa LAGN Mgas
b Ṁc vpeak

d v85%
e vmax

f

(M! yr−1) (%) (1011 L!) (109 M!) (M! yr−1) (km s−1) (km s−1) (km s−1)

Mrk 231 101 (15) 71 (11) 28 (4) 4.2 (1.3) 1190+4700
−890 −600 −660 −1170

IRAS 08572+3915 42 (6) 72 (11) 12 (2) 1.3 (0.4) 970+2900
−730 −700 −740 −1260

IRAS 13120−5453 168 (25) 9 (1.4) 1.8 (0.3) 5.8 (1.7) 130+390
−95 −520 −600 −860

IRAS 14378−3651 >79 <45 <7.2 4.2 (1.3) 740+2200
−550 −800 −860 −1170

IRAS 17208−0014 274 (41) 11 (1.7) 3.4 (0.5) 12.2 (3.7) 90+270
−65 −100 −170 −370

NGC 253 1.7 (0.3) 0 0 0.7 (0.2) 1.6+4.8
−1.2 −75 −130 −280

Notes. Estimated uncertainty for all velocities: ±150 km s−1.
a Fraction of the AGN contribution to Lbol, where Lbol = 1.15 × LIR.
b Gas mass (taken from Graciá-Carpio et al. 2011).
c Mass outflow rate (see the footnote of Table 2).
d Peak velocity of the blueshifted high velocity component (relative to systemic velocities).
e Velocity for which 85% of the outflowing gas has lower (absolute) velocities.
f Terminal velocity.

Figure 3. Upper panel: the ratio of the mass outflow rate to the SFR vs. SFR;
lower panel: depletion timescale vs. AGN luminosity. Symbols are as in Figure 2.

and is repeated here for completeness. In all cases we detect
P-Cygni profiles typical of outflows, with blueshifted absorption
and redshifted emission features, of more than 1000 km s−1 in
some cases. For comparison with the literature, we list in Table 1
various measures of outflow velocities (relative to the system
velocity of the blue component of the OH doublet): the peak
velocity (vpeak), the maximum (terminal) velocity (vmax), and
v85% for which 85% of the outflowing gas has lower (absolute)
velocities. The uncertainties of these velocities are dominated
by the uncertainties in the continuum definition, the S/N in the
spectra, and the spectral resolution. We estimate an overall error
of ±150 km s−1. The S/N in the IRAS 14378−3651 spectrum
is relatively low, but the high terminal velocity is confirmed by
the OH 119 µm transition (see Figure 1).

These high OH outflow velocities may be the long-sought
conclusive evidence of powerful mechanical feedback from

vigorous star formation and/or accreting central BHs. The
possible feedback and outflow mechanisms (e.g., winds from
supernovae, radiation pressure) are debated in the literature
(see, e.g., the review by Veilleux et al. 2005). It is not clear if
such mechanisms could indeed be sufficient to power outflows
that are strong enough to significantly affect the host galaxy
and to actually quench the star formation in these objects.
It is also unclear from the models whether it is possible to
distinguish AGN-driven outflows from stellar-driven outflows
observationally (see, e.g., Hopkins & Elvis 2010). In the
following, we adopt an empirical approach with our new data.

4.1. Are the Strong Outflows We Observe Driven by the AGN
Rather than by the Star Formation in These Objects?

Rupke et al. (2005a, 2005b, 2005c) and Krug et al. (2010)
have studied large samples of AGN and star-forming galaxies
in neutral gas (blueshifted optical Na i D 5890, 5896 Å ab-
sorption features). They found that, for fixed SFR, ULIRGs
with higher AGN fractions have higher neutral gas outflow ve-
locities, reaching velocities well above 1000 km s−1 in some
broad-line AGN (see also, e.g., Heckman et al. 2000; Martin
2005, 2006; Thacker et al. 2006). Theoretical models predict
that supernovae-driven outflows cannot reach velocities higher
than 500–600 km s−1 (e.g., Martin 2005; Thacker et al. 2006).
Predictions of vmax from models of outflows driven by radiation
pressure from a starburst (or AGN) are, however, less certain.
The terminal velocity we measure in the OH outflow of our star-
burst template NGC 253 is ∼300 km s−1. IRAS 17208−0014,
a starburst-dominated ULIRG with little AGN contribution, has
only a slightly higher vmax (370 km s−1). In significant con-
trast to this, the terminal velocities of the OH outflow in the two
AGN-dominated ULIRGs (Mrk 231 and IRAS 08572+3915) are
well above 1000 km s−1. Thus, the OH outflow velocity could
be a very promising tool to distinguish AGN-driven outflows
from starburst-driven outflows, with AGN-dominated outflows
reaching much higher velocities.

In Figure 2, we compare the terminal outflow velocities to the
SFRs and AGN luminosities of our objects. SFRs are calculated
from the IR luminosities (based on the calibration of Kennicutt
1998, but using a Chabrier initial mass function (IMF) rather
than a Salpeter IMF), i.e., SFR = (1 − α) × 10−10LIR, applying
AGN correction factors α (the fraction of the contribution
from the AGN to Lbol, where Lbol = 1.15 × LIR as in V09).
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Summary

• FeLoBALs probe QSO outflows

• Radiative shock, cloud crushing model explains all the 

observed FeLoBAL properties (not regular BALs / disk winds!)

• Model + observations 

• Provides support for (sub-resolution) M-σ models

• Energetics consistent with ULIRG molecular winds

⇒ Ėk ≈ 2− 5% Lbol


