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‣ Current diagnostics do not: 	

‣ exploit all information in observations	


‣ accurately classify rare but important stages	


‣ necessarily give ‘plausible life stories’
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Figure 1. Four-orbit images of HUDF galaxies from ACS vs. 2-orbit images from WFC3/IR illustrate the importance of WFC3/IR
for studying distant galaxy structure. WFC3/IR unveils the true stellar mass distributions of these galaxies unbiased by young stars and
obscuring dust. The new structures that emerge in many cases inspire revised interpretations of these objects, as indicated.

SN portions of both proposals were consolidated under
a separate program by Riess et al. (GO 12099), and the
SN Ia follow-up orbits from both programs were pooled.
Our program takes prime responsibility for the highest-
redshift SNe (z > 1.3), while CLASH addresses SNe at
lower redshifts.
The resulting observing program, now entitled the Cos-

mic Assembly Near-infrared Extragalactic Legacy Sur-
vey (CANDELS), targets five distinct fields (GOODS-N,
GOODS-S, EGS, UDS, and COSMOS) at two distinct
depths. Henceforth, we will refer to the deep portion of
the survey as “CANDELS/Deep” and the shallow por-
tion as “CANDELS/Wide.” Adding in the Hubble Ul-
tra Deep Fields (HUDF) makes a three-tiered “wedding
cake” approach, which has proven to be very e↵ective
with extragalactic surveys. CANDELS/Wide has expo-
sures in all five CANDELS fields, while CANDELS/Deep
is only in GOODS-S and GOODS-N.
The outline of this paper is as follows. We first provide

a brief synopsis of the survey in §2. We follow in §3 with
a detailed description of the major science goals along
with their corresponding observational requirements that
CANDELS addresses. We synthesize the combined ob-
serving requirements in §4 with regard to facets of our
survey. A description of the particular survey fields and
an overview of existing ancillary data are provided in §5.
Section 6 describes the detailed observing plan, including
the schedule of observations. Section 7 summarizes the
paper, along with a brief description of the CANDELS
data reduction and data products; a much more complete
description is given by Koekemoer et al. (2011), which is
intended to be read as a companion paper to this one.
Where needed, we adopt the following cosmological

parameters: H0 = 70 km s�1 Mpc�1; ⌦tot,⌦⇤,⌦m =
1, 0.3, 0.7 (respectively), though numbers used in indi-
vidual calculations may di↵er slightly from these values.
All magnitudes are expressed in the AB system (Oke &
Gunn 1983).

2. CANDELS SYNOPSIS

Table 1 provides a convenient summary of the sur-
vey, listing the various filters and corresponding total
exposure within each field, along with each field’s co-
ordinates and dimensions. The Hubble data are of sev-
eral di↵erent types, including images fromWFC3/IR and
WFC3/UVIS (both UV and optical) plus extensive ACS
parallel exposures. Extra grism and direct images will
also be included for SN Ia follow-up observations (see
§3.5), but their exposure lengths and locations are not

pre-planned. They are not included in Table 1. In pe-
rusing the table, it may be useful to look ahead at Fig-
ures 12–16, which illustrate the layout of exposures on
the sky.

Grogin et al. 2011 z~2



1.  Illustris Simulation Observatory:  
sub-kpc resolved mock images of 
~10,000 galaxies in (100 Mpc)3

2.  Hydro-ART mock HST images:        
very high time (30 Myr) and space 
(~25pc) resolution

10 P. Torrey et al.

Figure 5. Montage of two disk galaxies, respectively without a bar (top) and with a bar (bottom), viewed from 5 di↵erent viewing
angles. The degree to which the observable strength of the bar depends on viewing angle can be quantified, and be used as a correction
for visual classification studies.

Figure 6. Montage of a sample simulated disk galaxy in 12 bands as labeled within the figure. Each image has been scaled independently
using an “asinh” scaling, with the non-linear transition is set to the mean pixel intensity for that band. Bands decrease in wavelength
from top left to lower right. UV bands are strongly impacted by localized emission young star particles. Longer-wavelengths bands trace
stellar mass e�ciently.

events. A deeper exploration into these topics using the Il-
lustris simulation and images presented here is saved for a
separate, targeted study.

4 EXAMPLE SCIENTIFIC APPLICATION:
DERIVED STELLAR MASSES

A study of the distribution of galaxies of various morphologi-
cal types as a function of mass, the morphology-environment
relation, and the role of mergers in driving morphological
evolution will be studied directly in a companion paper (Sny-
der et al 2014). Here we consider a related problem which
can be addressed with the image pipeline catalog: the ac-
curacy of stellar mass estimates based on broadband pho-
tometry fitting. The simple question we ask is: How well
do broadband fitting routines recover the stellar mass from

the simulations? Similar topics have been addressed using
semi-analytic models in the past (e.g., Mitchell et al. 2013).

For observational data, stellar masses are often deter-
mined by assuming one of a few commonly adopted func-
tional forms for the star formation history and finding the
best fit stellar mass, galaxy age, star formation timescale,
and metallicity to the observed SED. One common assump-
tion is an exponentially declining star formation history
which is characterized by two free parameters: the galaxy
formation time and the star formation timescale. The sim-
plest method for constraining these parameters is to perform
a chi-squared minimization of the observed SED or broad-
band photometry relative to a grid of mock SEDs which
uniformly cover the parameter space. This is the general
approach that is taken in, e.g., FAST (Kriek et al. 2009).

To perform this exercise we assign light to a galaxy
based on a theoretical stellar population synthesis template

c� 0000 RAS, MNRAS 000, 000–000

e.g., Moody et al. 2014!
McGrath et al. talk



Wuyts et al. 2011



Illustris Project

‣ Goal:  simulate a galaxy population	


‣ Volume:  (~100 Mpc)3 	


‣ Scales:  ~ 1 ckpc	


‣ Physics:  sub-grid feedback from SNe and SMBHs	


‣ ~10,000 galaxies, M* > 109.5 Msun

Vogelsberger et al. 2014ab	

Genel et al. 2014



 Illustris Simulation Observatory

! ~100 timesteps!

! ~10,000 objects of interest!

! ~4 viewing directions !

! ~25 filters!

! ~100,000,000 synthetic images

Torrey, GFS et al. (submitted) ; GFS et al. (in prep)
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(a) Gas surface density maps

(b) Stellar images

Figure 12. Galaxy images at various redshifts, from z = 5 (left column) to z = 0 (right column), for three low-mass bins: M⇤ ⇡ 109 M�
(top rows), M⇤ ⇡ 109.5 M� (middle rows), M⇤ ⇡ 1010 M� (bottom rows). The top panel shows gas surface density in physical M� pc�2,
and the bottom panel shows stellar images based on the rest-frame Bgr bands. The galaxies were selected by eye to represent as much
as possible the typical appearance as a function of mass and redshift. We emphasise that the galaxies in the di↵erent columns are not
progenitors and descendants of each other, rather each row shows typical galaxies of a given mass as they appear at di↵erent redshifts.
Each image is 71 kpc (comoving) on a side, and shows the galaxy face-on (based on the gas component). See Fig. 13 for a similar figure
for high-mass galaxies.

Low-mass galaxies with M⇤ . 1010 M� at z & 4 are
hardly resolved in these mock images, in agreement with
observations (Conselice & Arnold 2009). This is due to a
combination of their smaller intrinsic sizes and dust obscu-
ration (although it may be overestimated, see above) with
the cosmological surface brightness dimming, the HST point
spread function and noise. Already at z & 2, and in particu-

lar when dust obscuration is taken into account, a significant
fraction of the surface area that is visible in Figs. 13(b) and
12(b) for galaxies with M⇤ . 1010 M� becomes buried under
the noise due to its low surface brightness.

It is worth commenting on two particularly interesting
objects. The z = 1 galaxy with M⇤ . 1011 M� (second from
the right in the bottom row) appears in Figs. 13(b) and 14

c� 0000 RAS, MNRAS 000, 000–000
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(a) Gas surface density maps

(b) Stellar images

Figure 13. Same as Fig. 12, but for more massive galaxies: M⇤ ⇡ 1010.5 M� (top rows), M⇤ ⇡ 1011 M� (middle rows), M⇤ ⇡ 1011.5 M�
(bottom rows). The top panel shows gas surface density in physical M� pc�2, and the bottom panel shows stellar images based on the
rgB bands.

as a red galaxy with a gas disk and a subdominant disk of
young stars. However, in the edge-on view in Fig. 15, the old
stellar components is revealed to be disky as well, such that
the system appears as two orthogonal disks with very dis-
tinct colours. This strongly suggests that the younger stellar
disk formed after the main body of the galaxy assembled,
probably in a ‘rejuvenation’ phase. In addition, the appear-
ance of the old component in the two viewing angles means
that it is a prolate object with a rather large axes ratio of
approximately 1 : 3. Peculiar objects like this one can be
found in Illustris thanks to the large simulated volume.

The second object worth commenting on is the most
massive galaxy at z = 5 (left column, bottom row). This
is the only galaxy in the Illustris volume that has M⇤ .
1011 M� at z = 5, and therefore cannot be taken as represen-
tative of any population. Nevertheless, it is a very interesting
object, as it features strong spiral arms that are not regu-
larly observed at such redshifts. While it appears extended
in the images, which are 12 kpc on a side at z = 5, in fact
its stellar half-mass radius is 0.76 kpc, inside which the gas
surface density has an extreme value of 1.2 ⇥ 104 M� pc�2

(hence is strongly saturated in Fig. 13(a)), and the star-

c� 0000 RAS, MNRAS 000, 000–000
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(a) Face-on, No dust (b) Face-on, with dust

Figure 14. Mock HST observations of the galaxies presented in Figs. 12 and 13, in the observed-frame ACS/F606W (V band),
WFC3/F105W (Y band), and WFC3/F160W (H band) filters, both with and without the e↵ects of dust. In each panel, the columns
show decreasing redshifts from left to right (z = 5, 4, 3, 2, 1, 0), and the rows show increasing stellar masses from top to bottom
(M⇤ = 109, 109.5, 1010, 1010.5, 1011, 1011.5 M�). The spectral energy distribution of each galaxy is derived from its stellar populations
using the Bruzual & Charlot (2003) model, and then redshifted to its corresponding redshift (except for the z = 0 galaxies, which are
assumed to be at z = 0.05), accounting for surface brightness dimming and Lyman continuum absorption. The redshift is also used to
convert physical scales to angular units, which allows us then to convolve the images with Gaussian point-spread functions of 0.05, 0.1,
and 0.2 arcsec, for the three filters respectively, and use a pixel scale of 0.06 arcsec, to mimic realistic HST-UDF observations (Snyder
et al. 2014). We add Gaussian random noise with filter-dependent root mean squared values matching the total random shot noise (sky
plus telescope) of the HST XDF images (Illingworth et al. 2013). All panels have the same intensity stretch.

formation rate is 250M� yr�1. Thus, the extended distribu-
tion that appears in the images hosts an extremely compact
starburst in its center. The mean gas surface density in the
region shown in the images is 2⇥103 M� pc�2, which is still
very high, and under which conditions, we cannot assign
high credibility to the simple dust model we use to gener-
ate Figs. 14 and 15. Therefore, it remains a somewhat open
question what an object of this kind would look like in real
observations.

8 CONNECTING GALAXY POPULATIONS
ACROSS EPOCHS

8.1 Evolution of stellar mass and merger history
from z = 2 to z = 0

Cosmological simulations o↵er the powerful ability to fol-
low structures, and galaxies in particular, in the time do-
main as they grow, and directly connect them across cos-

mic epochs using merger trees. This is information that can
only be extracted from observations in a statistical sense,
for example by using a constant number density, but even
that is a di�cult task whose reliability is not guaranteed
(Behroozi et al. 2013a; Leja et al. 2013; Toft et al. 2014).
Previous theoretical studies performed such exercises in a
variety of interesting contexts. For example, Springel et al.
(2005b) and Fanidakis et al. (2013) investigated, using a
semi-analytical model based on versions of the Millennium
Simulation, the question of where the descendants of bright
z ⇡ 6 quasars reside at z = 0. Other work based on semi-
analytical models looked for the descendants of z ⇡ 2 � 4
galaxy populations such as sub-millimeter galaxies, Lyman-
break galaxies, and others (Guo & White 2009; González
et al. 2011a, 2012). Similar galaxy populations were studied
following merger trees of DM-only simulations in combina-
tion with simple assumptions on how halos are populated by
galaxies (Adelberger et al. 2005; Conroy et al. 2008; Genel
et al. 2008). Other studies went in the opposite direction and

c� 0000 RAS, MNRAS 000, 000–000
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Figure 1. Gini–M20 as a function of star formation as reflected by U � B color for galaxies at z ⇠ 0.3. Left: data from the Extended
Groth Strip (EGS) survey compiled by Lotz et al. (2008b): roughly rest-frame B-band. Right: mock data from the Illustris Simulation
Observatory (ISO ; Torrey et al. 2014a) at z = 0.33: rest-frame r-band. This shows that simulated galaxies of a given color have roughly
the right optical shape. Moreover, it highlights the large population of elliptical or early-type objects simulated in Illustris.

Originally used in economics, Gini’s coe�cient (G) mea-
sures the inequality in flux value among a galaxy’s pixels,
varying from 0 (all pixels equal flux) to 1 (one pixel con-
tains all flux). First used by Abraham et al. (2003) to char-
acterize galaxy light profiles, G correlates with C but does
not depend on the location of the brightest pixels. Hence it
is sensitive not only to concentrated spheroids but also to
galaxies with multiple bright regions. For a discrete popula-
tion, Glasser (1962) showed that G can be computed as:

G =
1

¯
|Ii|n (n� 1)

nX

i

(2i� n� 1) |Ii|, (7)

where we have n pixels with rank-ordered absolute flux val-
ues |Ii|, and ¯

|Ii| =
P

i |Ii| /n, the mean absolute flux value.
We follow Lotz et al. (2004) in correcting G using abso-
lute values to mitigate the e↵ect of noise-induced negative
fluxes. This procedure recovers the true G when S/N & 3
per galaxy pixel, which is true by construction for all of the
galaxy images we prepared in Section 2.4.

Inversely proportional to C, M20 measures the spatial
moment of a galaxy’s brightest quintile of pixel flux values,
relative to its total moment (Lotz et al. 2004).

M20 ⌘ log10

P
i Mi

Mtot
, for

X

i

Ii < 0.2Itot, (8)

where

Mtot =
nX

i

Mi =
nX

i

Ii
⇥
(xi � xc)

2 + (yi � yc)
2⇤, (9)

and xc, yc are the 2-D spatial coordinates of the galaxy
center, defined to minimize Mtot.

With these, we can automatically characterize the Il-
lustris galaxy morphologies and compare them directly to
measurements from real galaxies. In Appendix A we present
the morphology catalog for Illustris at z = 0.

3 SIMULATED MORPHOLOGIES

In this section, we explore our morphology measurements
from Illustris at z ⇠ 0. It is of course interesting to consider
how these morphologies change with time or would change
if the galaxies were assumed to be at a greater distance
or with shallower images. We will return to those issues in
future work.

3.1 Comparison with Data

In Figure 1, we compare 1200 Illustris galaxies with a
volume-limited sample (Lotz et al. 2008b) of galaxies in HST
imaging of the Extended Groth Strip (EGS) at z ⇠ 0.3.
This epoch was chosen as a test because the simulation
achieved this redshift approximately 1 month prior to its
completion to z = 0, and also because there existed ro-
bust pre-compiled rest-frame morphology data, with num-
ber statistics and masses not too strongly mis-matched with
the simulation.

The following conclusions are also supported by Fig-
ure 2, which compares all of our imaged Illustris galaxies
at z = 0 with M⇤ > 109.6M� to the COSMOS survey
(Scoville et al. 2007) at 0 < z < 1. The ⇠ 10000 model
galaxies translates into ⇠ 40, 000 points in this plot, with
four viewing directions per galaxy. This comparison is not
perfectly fair, because we are neglecting the wavelength de-
pendence of morphology, galaxy evolution, and sample se-
lection e↵ects. However, since the overall locus in G-M20 is
similar to the fairer volume-limited sample in Figure 1, we
are not overwhelmed by this limitation. We show data from
Scarlata et al. (2007), who computed morphologies with the
Zurich Estimator of Structural Types (ZEST), and show the
full samples in the black contours which represent 68% and
95% of the populations. Red contours represent 68% of the
“early-types”, defined statistically by ZEST and by kine-

c� 0000 RAS, MNRAS 000, 000–000
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Figure 4. SFR versus mass, colored by galaxy structure as mea-
sured by G-M20 from Figure 2. In each bin, we measure the me-
dian F (G,M20) value and assign it a color based on the legend
above the figure. Bulge-dominated galaxies appear red and disk-
dominated ones are blue/black. Illustris produces roughly the
same average structural type as a function of M⇤ and SFR as
measured in galaxy surveys (e.g., Kau↵mann et al. 2003; Wuyts
et al. 2011b). There is an apparent lack of low-SFR galaxies at
M⇤ < 1011M�, a known shortcoming of the Illustris feedback
model. However, galaxies at a given mass still tend to be more
bulge-dominated at lower SFRs, even if the number density as a
function of mass or SFR is not perfect. Thus one way to think
of morphology is simply a reflection of the galaxy’s recent star
formation history, which is set by its assembly history and the
impact of feedback.

we note that Illustris appears to have fewer low-SFR, bulge-
dominated galaxies at M⇤ ⇠ 1010.5M�.

3.4 As a function of wavelength

Some galaxies have significantly di↵erent morphologies when
measured at di↵erent wavelengths (e.g., Kartaltepe et al.
2014). This e↵ect has motivated near-infrared studies of
high-redshift galaxies, so that their stellar structures can be
fairly compared with optical data at lower redshift. More-
over, since the SED of young stars di↵ers dramatically from
those of older stars, the rate and character of star forma-
tion influences morphology measurements as a function of
wavelength.

We show how the Illustris galaxy morphologies depend
on rest-frame filter in Figure 5, allowing us to see how the
SDSS i band morphology compares with u, g, and also H
band measurements. Our theoretical survey is automatically
“complete”, which enables us to cheaply explore how the
morphology of simulated galaxies depends on wavelength.
Studying simulations such as Illustris can therefore give us
some clues as to how to robustly account for this wavelength
dependence, not only in nearby galaxies but also in high-
redshift ones where morphology data may be less ideal. In
this section we neglect the e↵ect of dust attenuation.

Figure 5. Morphological wavelength dependence: Each vector
shows the mean shift in G–M20 of models with rest-frame unat-
tenuated i-band values in the bin located at the vector base.
Top: When switching to u-band. Middle: to g-band. Bottom: to
H-band. This demonstrates that to capture all available infor-
mation about galaxy structure, imaging is required at multiple
wavelengths. On average, galaxies at z = 0 shift by up to 1.0 unit
in M20, and up to 0.1 unit in G, between the rest-frame u and i

filters. Moreover, the shift depends non-linearly on location in this
plane: morphological k-corrections are a complicated function of
galaxy structure.

We find that G-M20 depends very strongly on whether
or not the observed filter is at lower or higher wavelength
than the 4000Å break. In the top panel of Figure 5, switching
from i to u band shifts M20 by ⇠ +1.0, on average, for
extended star forming galaxies (G . 0.50). G shifts by up
to ⇠ +0.1, on average, for these objects. These shifts shrink
to �M20 ⇠ +0.2, �G ⇠ +0.02 at G & 0.50. Of course, this
reflects the well known color dependence of young and old
stellar populations.

The sign of these shifts changes when moving from the
bottom-left to top-right of the top G-M20 diagram(from i
to u). Put another way, E/S0/Sa galaxies with the highest
G values tend to have a morphological k-correction in the

c� 0000 RAS, MNRAS 000, 000–000
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Figure 4. SFR versus mass, colored by galaxy structure as mea-
sured by G-M20 from Figure 2. In each bin, we measure the me-
dian F (G,M20) value and assign it a color based on the legend
above the figure. Bulge-dominated galaxies appear red and disk-
dominated ones are blue/black. Illustris produces roughly the
same average structural type as a function of M⇤ and SFR as
measured in galaxy surveys (e.g., Kau↵mann et al. 2003; Wuyts
et al. 2011b). There is an apparent lack of low-SFR galaxies at
M⇤ < 1011M�, a known shortcoming of the Illustris feedback
model. However, galaxies at a given mass still tend to be more
bulge-dominated at lower SFRs, even if the number density as a
function of mass or SFR is not perfect. Thus one way to think
of morphology is simply a reflection of the galaxy’s recent star
formation history, which is set by its assembly history and the
impact of feedback.

we note that Illustris appears to have fewer low-SFR, bulge-
dominated galaxies at M⇤ ⇠ 1010.5M�.

3.4 As a function of wavelength

Some galaxies have significantly di↵erent morphologies when
measured at di↵erent wavelengths (e.g., Kartaltepe et al.
2014). This e↵ect has motivated near-infrared studies of
high-redshift galaxies, so that their stellar structures can be
fairly compared with optical data at lower redshift. More-
over, since the SED of young stars di↵ers dramatically from
those of older stars, the rate and character of star forma-
tion influences morphology measurements as a function of
wavelength.

We show how the Illustris galaxy morphologies depend
on rest-frame filter in Figure 5, allowing us to see how the
SDSS i band morphology compares with u, g, and also H
band measurements. Our theoretical survey is automatically
“complete”, which enables us to cheaply explore how the
morphology of simulated galaxies depends on wavelength.
Studying simulations such as Illustris can therefore give us
some clues as to how to robustly account for this wavelength
dependence, not only in nearby galaxies but also in high-
redshift ones where morphology data may be less ideal. In
this section we neglect the e↵ect of dust attenuation.

Figure 5. Morphological wavelength dependence: Each vector
shows the mean shift in G–M20 of models with rest-frame unat-
tenuated i-band values in the bin located at the vector base.
Top: When switching to u-band. Middle: to g-band. Bottom: to
H-band. This demonstrates that to capture all available infor-
mation about galaxy structure, imaging is required at multiple
wavelengths. On average, galaxies at z = 0 shift by up to 1.0 unit
in M20, and up to 0.1 unit in G, between the rest-frame u and i

filters. Moreover, the shift depends non-linearly on location in this
plane: morphological k-corrections are a complicated function of
galaxy structure.

We find that G-M20 depends very strongly on whether
or not the observed filter is at lower or higher wavelength
than the 4000Å break. In the top panel of Figure 5, switching
from i to u band shifts M20 by ⇠ +1.0, on average, for
extended star forming galaxies (G . 0.50). G shifts by up
to ⇠ +0.1, on average, for these objects. These shifts shrink
to �M20 ⇠ +0.2, �G ⇠ +0.02 at G & 0.50. Of course, this
reflects the well known color dependence of young and old
stellar populations.

The sign of these shifts changes when moving from the
bottom-left to top-right of the top G-M20 diagram(from i
to u). Put another way, E/S0/Sa galaxies with the highest
G values tend to have a morphological k-correction in the
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Figure 4. SFR versus mass, colored by galaxy structure as mea-
sured by G-M20 from Figure 2. In each bin, we measure the me-
dian F (G,M20) value and assign it a color based on the legend
above the figure. Bulge-dominated galaxies appear red and disk-
dominated ones are blue/black. Illustris produces roughly the
same average structural type as a function of M⇤ and SFR as
measured in galaxy surveys (e.g., Kau↵mann et al. 2003; Wuyts
et al. 2011b). There is an apparent lack of low-SFR galaxies at
M⇤ < 1011M�, a known shortcoming of the Illustris feedback
model. However, galaxies at a given mass still tend to be more
bulge-dominated at lower SFRs, even if the number density as a
function of mass or SFR is not perfect. Thus one way to think
of morphology is simply a reflection of the galaxy’s recent star
formation history, which is set by its assembly history and the
impact of feedback.

we note that Illustris appears to have fewer low-SFR, bulge-
dominated galaxies at M⇤ ⇠ 1010.5M�.

3.4 As a function of wavelength

Some galaxies have significantly di↵erent morphologies when
measured at di↵erent wavelengths (e.g., Kartaltepe et al.
2014). This e↵ect has motivated near-infrared studies of
high-redshift galaxies, so that their stellar structures can be
fairly compared with optical data at lower redshift. More-
over, since the SED of young stars di↵ers dramatically from
those of older stars, the rate and character of star forma-
tion influences morphology measurements as a function of
wavelength.

We show how the Illustris galaxy morphologies depend
on rest-frame filter in Figure 5, allowing us to see how the
SDSS i band morphology compares with u, g, and also H
band measurements. Our theoretical survey is automatically
“complete”, which enables us to cheaply explore how the
morphology of simulated galaxies depends on wavelength.
Studying simulations such as Illustris can therefore give us
some clues as to how to robustly account for this wavelength
dependence, not only in nearby galaxies but also in high-
redshift ones where morphology data may be less ideal. In
this section we neglect the e↵ect of dust attenuation.

Figure 5. Morphological wavelength dependence: Each vector
shows the mean shift in G–M20 of models with rest-frame unat-
tenuated i-band values in the bin located at the vector base.
Top: When switching to u-band. Middle: to g-band. Bottom: to
H-band. This demonstrates that to capture all available infor-
mation about galaxy structure, imaging is required at multiple
wavelengths. On average, galaxies at z = 0 shift by up to 1.0 unit
in M20, and up to 0.1 unit in G, between the rest-frame u and i
filters. Moreover, the shift depends non-linearly on location in this
plane: morphological k-corrections are a complicated function of
galaxy structure.

We find that G-M20 depends very strongly on whether
or not the observed filter is at lower or higher wavelength
than the 4000Å break. In the top panel of Figure 5, switching
from i to u band shifts M20 by ⇠ +1.0, on average, for
extended star forming galaxies (G . 0.50). G shifts by up
to ⇠ +0.1, on average, for these objects. These shifts shrink
to �M20 ⇠ +0.2, �G ⇠ +0.02 at G & 0.50. Of course, this
reflects the well known color dependence of young and old
stellar populations.

The sign of these shifts changes when moving from the
bottom-left to top-right of the top G-M20 diagram(from i
to u). Put another way, E/S0/Sa galaxies with the highest
G values tend to have a morphological k-correction in the
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opposite sense from Sb/Sc/Irr galaxies: switching to u from i
leads to a slightly more concentrated light profile, on average
(�M20 ⇠ �0.1).

The overall trends are very similar when switching to g
band from i, with a slightly smaller magnitude shifts than
for u. Here, near the center of the G-M20 diagram, where
most galaxies reside, the shift is on average small or even
negligible. The weak morphology dependence here matches
visual classification results, for example Kartaltepe et al.
(2014). The shift is even smaller magnitude when switching
to H from i, and the sense of the shifts reverses, as expected.
However, the magnitude of the shift depends on morphology,
and can be significant in certain areas of the G-M20 diagram.

3.5 The e↵ect of dust

Here we briefly examine the e↵ect of dust attenuation on our
morphology measurements. In Figure 6 we show panels very
similar to the vector plots of Figure 5, except now instead of
switching filters we turn on the spatially resolved slab dust
model we presented in Section 2.3. In areas with low G), the
average e↵ect of dust is sub-dominant to the morphological
k-corrections of Section 3.4.

The main result of Figure 6 is that the e↵ect of dust
is to lower the G value, and raise the M20 value of simu-
lated galaxies, especially where G is very large (for example,
in the “mergers” region). In fact, the observed distribution
(Figure 2) implies that some kind of attenuation is required
to bring the high-G, high-M20 simulated galaxies into bet-
ter agreement with observed ones. In other words, observed
samples do not have significant populations at G & 0.5 and
M20 & �1.5, even at relatively short wavelengths, while
the unattenuated Illustris galaxies can populate that region.
This result matches the same conclusion found in other sim-
ulations by Lotz et al. (2008a). This may not be purely a
dust attenuation e↵ect. It can also be understood as a con-
sequence of the relatively large mass resolution of such sim-
ulations: young star particles are massive ⇠ 106M�, and
without attenuation, these very bright blue particles will
skew the G measurements to high values. However, this ef-
fect exists in even very high-resolution cosmological simu-
lations (Snyder et al. submitted), implying that dust also
plays some role here.

4 OTHER CORRELATIONS

In this section we explore how our Illustris morphology
measurements compare with other aspects of the simu-
lated galaxies, such as their optical sizes (§4.1), SMBH
masses (§4.2), kinematics (§4.3), and environments (§4.4).
The scope of this paper is to briefly introduce these applica-
tions of synthetic data from hydrodynamical simulations, to
which we plan to return in greater detail in future papers.

Figure 7 presents several of these correlations. In addi-
tion to raw correlations, we overplot contours indicating the
“quiescent fraction” of galaxies in each of the 2-dimensional
bins, in order to give some idea of the relationship between
these quantities and galaxy star formation (i.e., §3.3). We
define quiescent fraction fQ = fraction of galaxies with log10
SSFR/(yr�1) < �0.24(log10 M⇤/M�) � 8.50, the same def-
inition used by Omand et al. (2014), which also roughly

Figure 6. The e↵ect of dust: Each vector shows the mean shift
in G–M20 of models with rest-frame unattenuated values in the
bin located at the vector base, when switching to the resolved
slab dust model (Section 2.3). Top: u-band. Middle: i-band. Bot-
tom: H-band. Along the main locus, the median dependence is
typically small, implying that dust has a small e↵ect for certain
“normal” galaxies. (Is this because the shift is small or do they
cancel out?). Above and below the locus, reflecting very unequal
pixel distributions (high G at fixed M20) or very compact galaxies
(low M20 at fixed G), the dust has a strong bulk e↵ect, tending
to push the model galaxies toward the center of the “late-type”
region and out of the “mergers” region. By comparing with Fig-
ure 2, we see that dust is essential to align the bulk G values with
the observed distribution.

matches the definition of quiescent or passive galaxies used
in cosmic evolution studies (e.g., Brammer et al. 2009).
This corresponds with SSFR ⇠ 10�11yr�1 in galaxies with
M⇤ ⇠ 1010M�.

4.1 Size-mass-morphology

We show how size, mass, and quenching are related in the
bottom left panel of Figure 7. We make a rough comparison
to the distribution of SDSS galaxies presented by Omand
et al. (2014).
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Figure 6. The e↵ect of dust: Each vector shows the mean shift
in G–M20 of models with rest-frame unattenuated values in the
bin located at the vector base, when switching to the resolved
slab dust model (Section 2.3). We show only bins containing 10
or more points. Top: u-band. Middle: i-band. Bottom: H-band.
Along the main locus, the median dependence is typically small,
implying that dust has a small e↵ect for certain “normal” galax-
ies. (Is this because the shift is small or do they cancel out?).
Above and below the locus, reflecting very unequal pixel distri-
butions (high G at fixed M20) or very compact galaxies (low M20

at fixed G), the dust has a strong bulk e↵ect, tending to push the
model galaxies toward the center of the “late-type” region and
out of the “mergers” region. By comparing with Figure 2, we see
that dust is essential to align the bulk G values with the observed
distribution.

dust. However, there is enormous scatter within these bins:
the blue arrows reflect the maximum morphology shift owing
to the presence of dust, which can move in any direction by
significant amounts (�G > 0.1, �M20 & 1.0).

4 OTHER CORRELATIONS

In this section we explore how our Illustris morphology
measurements compare with other aspects of the simu-

lated galaxies, such as their optical sizes (§4.1), SMBH
masses (§4.2), kinematics (§4.3), and environments (§4.4).
The scope of this paper is to briefly introduce these applica-
tions of synthetic data from hydrodynamical simulations, to
which we plan to return in greater detail in future papers.

Figure 7 presents several of these correlations. In addi-
tion to raw correlations, we overplot contours indicating the
“quiescent fraction” of galaxies in each of the 2-dimensional
bins, in order to give some idea of the relationship between
these quantities and galaxy star formation (i.e., §3.3). We
define quiescent fraction fQ = fraction of galaxies with log10
SSFR/(yr�1) < �0.24(log10 M⇤/M�) � 8.50, the same def-
inition used by Omand et al. (2014), which also roughly
matches the definition of quiescent or passive galaxies used
in cosmic evolution studies (e.g., Brammer et al. 2009).
This corresponds with SSFR ⇠ 10�11yr�1 in galaxies with
M⇤ ⇠ 1010M�.

4.1 Size-mass-morphology

We show how size, mass, and quenching are related in the
bottom left panel of Figure 7. We make a rough comparison
to the distribution of SDSS galaxies presented by Omand
et al. (2014).

The Illustris size-mass correlation is shallower than the
observed one at M⇤/M� > 109.5. At M⇤/M� ⇠ 1011, the
observed and simulated distributions are very similar. How-
ever, observed galaxies shrink more quickly as M⇤ decreases
than do Illustris simulation galaxies. The lower end of the
size distribution at R1/2 ⇠ 1 kpc may be a↵ected by the rel-
atively coarse spatial resolution (& 0.7 kpc) of the simulated
galaxies. Indeed it may be impossible for Illustris galaxies to
reflect a size smaller than a few times this resolution scale.
However, this e↵ect alone would not necessarily make the
largest simulated galaxies significantly larger. Thus we con-
clude that the upper end of the simulated galaxy R1/2 values
are a factor of ⇠ 2 larger than observed at M⇤/M� ⇠ 1010.

Although Illustris has fewer quenched/compact galax-
ies (or larger galaxies on average) at M⇤ < 1010.5M� or
so, the diagonal shape of the quenching contours in the M⇤–
R1/2 plane is nearly a perfect match to the results of Omand
et al. (2014), where quenching is most tightly correlated with
M⇤/R

↵
1/2 with ↵ ⇠ 1-2. This implies that the tendency of

quenching to trace the compactness of stellar density pro-
files (e.g., Bell et al. 2012) is nearly correctly manifest in the
Illustris simulation.

The left center panel of Figure 7 shows G-M20 ver-
sus mass, also discussed in Section 3.2. The Illustris sim-
ulated galaxies reflect the well known rough correlation of
automated morphology with stellar mass or luminosity (e.g.,
Kau↵mann et al. 2003; Strateva et al. 2001), with morpho-
logically early type “red sequence” at M⇤/M� & 1011. As
in the R1/2 � M⇤ panel, horizontal or diagonal contours in
the G-M20�M⇤ panel imply that morphology is an infor-
mative predictor of star formation at fixed M⇤. In fact, the
center panel of Figure 7 implies that a galaxy’s morphology
is a better predictor of quenching in Illustris than its ra-
dius alone. At fixed R1/2, average star formation activity is
inversely proportional to F (G,M20).
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Figure 4. SFR versus mass, colored by galaxy structure as mea-
sured by G-M20 from Figure 2. In each bin, we measure the me-
dian F (G,M20) value and assign it a color based on the legend
above the figure. Bulge-dominated galaxies appear red and disk-
dominated ones are blue/black. Illustris produces roughly the
same average structural type as a function of M⇤ and SFR as
measured in galaxy surveys (e.g., Kau↵mann et al. 2003; Wuyts
et al. 2011b). There is an apparent lack of low-SFR galaxies at
M⇤ < 1011M�, a known shortcoming of the Illustris feedback
model. However, galaxies at a given mass still tend to be more
bulge-dominated at lower SFRs, even if the number density as a
function of mass or SFR is not perfect. Thus one way to think
of morphology is simply a reflection of the galaxy’s recent star
formation history, which is set by its assembly history and the
impact of feedback.

we note that Illustris appears to have fewer low-SFR, bulge-
dominated galaxies at M⇤ ⇠ 1010.5M�.

3.4 As a function of wavelength

Some galaxies have significantly di↵erent morphologies when
measured at di↵erent wavelengths (e.g., Kartaltepe et al.
2014). This e↵ect has motivated near-infrared studies of
high-redshift galaxies, so that their stellar structures can be
fairly compared with optical data at lower redshift. More-
over, since the SED of young stars di↵ers dramatically from
those of older stars, the rate and character of star forma-
tion influences morphology measurements as a function of
wavelength.

We show how the Illustris galaxy morphologies depend
on rest-frame filter in Figure 5, allowing us to see how the
SDSS i band morphology compares with u, g, and also H
band measurements. Our theoretical survey is automatically
“complete”, which enables us to cheaply explore how the
morphology of simulated galaxies depends on wavelength.
Studying simulations such as Illustris can therefore give us
some clues as to how to robustly account for this wavelength
dependence, not only in nearby galaxies but also in high-
redshift ones where morphology data may be less ideal. In
this section we neglect the e↵ect of dust attenuation.

Figure 5. Morphological wavelength dependence: Each vector
shows the mean shift in G–M20 of models with rest-frame unat-
tenuated i-band values in the bin located at the vector base.
Top: When switching to u-band. Middle: to g-band. Bottom: to
H-band. This demonstrates that to capture all available infor-
mation about galaxy structure, imaging is required at multiple
wavelengths. On average, galaxies at z = 0 shift by up to 1.0 unit
in M20, and up to 0.1 unit in G, between the rest-frame u and i
filters. Moreover, the shift depends non-linearly on location in this
plane: morphological k-corrections are a complicated function of
galaxy structure.

We find that G-M20 depends very strongly on whether
or not the observed filter is at lower or higher wavelength
than the 4000Å break. In the top panel of Figure 5, switching
from i to u band shifts M20 by ⇠ +1.0, on average, for
extended star forming galaxies (G . 0.50). G shifts by up
to ⇠ +0.1, on average, for these objects. These shifts shrink
to �M20 ⇠ +0.2, �G ⇠ +0.02 at G & 0.50. Of course, this
reflects the well known color dependence of young and old
stellar populations.

The sign of these shifts changes when moving from the
bottom-left to top-right of the top G-M20 diagram(from i
to u). Put another way, E/S0/Sa galaxies with the highest
G values tend to have a morphological k-correction in the
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Figure 2. Noiseless high-resolution face-on images ⇠ 40 kpc across for the simulations with radiation pressure (RP), from z ⇠ 2 (bottom)
to z ⇠ 1 (top) equally spaced in time. This shows approximately 20% of the simulation snapshots available, which are stored every ⇠ 30
Myr. Each column shows the formation of a single galaxy; the border color corresponds to the points in Figure 1 and Table 1. We derive
the color and intensity at each pixel from synthetic mock images calculated with Sunrise, using the scaling algorithm by Lupton et al.
(2004). To create roughly rest-frame U-B-V images, at z > 1.5 we show the z, J, and H filters while at z < 1.5 we show i, z, and J.
Here we use the full pixel resolution from the simulated images, with no noise or PSF convolution. At low redshifts, some columns have
missing data because the simulations were not run past that point. At high redshifts, some columns have missing data because a source
was not detected in our photometry and morphology pipeline from the CANDELS-like images (Figure 3).

of the brightest pixels. Hence it detects not only compact
spheroids but also galaxies with multiple cores. For a dis-
crete sample, Glasser (1962) showed thatG can be computed
as:

G =
1

¯|I
i

|n (n� 1)
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(2i� n� 1) |I
i

|, (2)

where we have n pixels with rank-ordered absolute flux val-
ues |I

i

|, and ¯|I
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| =
P
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|I
i

| /n, the mean absolute flux value.
We follow Lotz, Primack & Madau (2004) in correcting G
using absolute values to mitigate the e↵ect of noise-induced
negative fluxes. This procedure recovers the true G when
S/N & 3 per galaxy pixel, which is true for almost all galax-
ies with H < 24.5 (see Section 3.7 for a counterexample).

M
20

is the spatial moment of a galaxy’s brightest quin-
tile of pixel flux values, relative to its total moment (Lotz,
Primack & Madau 2004).
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and x
c

, y
c

are the 2-D spatial coordinates of the galaxy
centre, defined to minimize M

tot

.
The M , I, and D statistics were introduced by Freeman

et al. (2013) to automatically identify disturbed morpholo-
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Figure 3. Same as Figure 2 except showing realistic mock HST images. Each panel is 5.4 arcsec (⇠ 40–45 kpc) across, and arranged
from z ⇠ 2 (bottom) to z ⇠ 1 (top) equally spaced in time. Each column shows the formation of a single galaxy; the border color
corresponds to the points in Figure 1 and Table 1. To generate these, we smoothed the images from Figure 2 with appropriate PSFs,
binned them to a pixel scale of 0.06 arcsec equal to the CANDELS high-level science images (Koekemoer et al. 2011), and added a
random background at the level appropriate for each filter (Grogin et al. 2011). The result is a direct prediction for how these models
would appear in CANDELS, allowing us to evaluate possible di↵erences between observed stellar structures and galaxy formation theory.
At low redshifts, some columns have missing data because the simulations were not run past that point. At high redshifts, some columns
have missing data because a source was not detected in our photometry and morphology pipeline based on these CANDELS-like images.

gies in a way that reproduces the results of visual classifica-
tions. Let S

l

be a superlevel set for I, i.e., S
l

is the collection
of pixels within a galaxy’s segmentation map with intensity
greater than or equal to a given threshold l. Given this col-
lection, one groups all contiguous pixels, orders the groups
by decreasing area (such that A

l,(i)

is the area of the ith

largest group), and sets

R
l

=
A

l,(2)

A
l,(1)

A
l,(2)

. (5)

The M statistic is then the maximum R
l

value:

M = max
l

R
l

. (6)

M , defined in this fashion, is not dimensionless, and thus a
galaxy’s M value can depend on its angular size distance.

While we choose to use M as defined above in this work, we
will consider alternative definitions for future analyses, such
as

R
l

=
A

l,(2)

A
l,(1)

A
l,(2)

n
, (7)

where n is the number of pixels within the galaxy’s segmen-
tation map, or

R
l

=
A

l,(2)

A
l,(1)

. (8)

The normalization in Equation 7 fixes the possible range of
M to the interval [0, 0.5), where 0.5 would correspond to
the situation, impossible to observe in practice, for which
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Figure 5. Gini–M
20

diagram versus redshift for the RP simulations, in three panels: a) z > 2, b) z ⇠ 1.5, c) z ⇠ 1.0. Darker contours
enclose regions of increasing logarithm of relative number density, evenly spaced. This includes all simulated timesteps considered in this
work, for which individual simulations may be weighted unevenly. The points are the median binned values presented in Figure 4, evenly
spaced in redshift, and therefore individual simulations are weighted equally insofar as data exists at a given epoch. Outliers in Gini
from Figure 4, the light green points of panel b fall in the “merger” area of this simple classification diagram. However, this simulation
(VELA28RP) has an extremely low-surface-brightness extended disk that is not apparent in the CANDELS-wide images. At z ⇠ 2–1.5,
its compact core but numerous faint pixels lead to the large Gini values. See Section 3.7 for further discussion on this simulation.

such that the distribution expands through z ⇠ 1.5. There
are two simulations clustered at G ⇠ 0.45 (C ⇠ 3), corre-
sponding to a relatively disky light profile, while the rest
are more bulge-like, having median G & 5.3 (C & 3.5). This
quantitative separation corresponds well with the visual im-
pressions in Figure 3. All 10 RP simulations have similar
median M

20

values during these times.

Size evolution of the simulated galaxies is similarly di-
verse. The bottom panel of Figure 4 shows that their radii
(r

P

) evolves roughly proportional to (1 + z)1.5, with a wide
scatter. Some galaxies (pink, orange, brown) have roughly
constant median sizes at 1 < z < 3, while others grow
dramatically (light green; see subsequent figures and Sec-
tion 4.3). Depending on their mass, the ten RP simulations
become larger than ⇠ 5⇥ the PSF in the measured filter by
z ⇠ 2.5. Thus the size and morphology measurements are at
most times resolved well. Table 1 lists estimated half-light
radii (without PSF corrections), which are roughly ⇠ 2� 4
kpc.

In Figure 5 we view the simulated galaxies’ evolution
in G-M

20

space. We plot the same median values as col-
ored points in three redshift bins. These points are evenly
spaced in redshift, and therefore at a given epoch each sim-
ulation has equal weight. We plot dotted lines that coarsely
separate observed galaxies into late types (bottom trian-
gle), early types (right triangle), and mergers (upper left
segment) following Lotz et al. (2004). In addition, we com-
pile all available models at each simulated timestep and plot
them in contours of relative number density. This allows us
to see how these values evolve in multiple dimensions: as in
Figure 4, the median values split into a clearly wider distri-
bution at z < 1.3, while the overall average trend with time
is from the center of the diagram upward and to the right,
toward higher G and lower M

20

(more bulge-like).

3.3 As a function of mass

In Figure 6, we separate these model data into four quad-
rants at M⇤ = 1010M� and z = 1.8. Since a galaxy’s struc-
ture and star formation rate correlate with its mass in pre-
vious studies at these redshifts (e.g., Wuyts et al. 2011; Lee
et al. 2013), we might expect to see a trend in our model
structural diagnostics as a function of mass.

In the high redshift bin (left column), points and con-
tours are centered in the diagram for both mass bins. This
implies that the vast majority of model galaxies have disk-
dominated profiles. Contours in the right column show that
the overall trend toward the early-type region is present
to roughly the same extent in both mass bins: some bulge
growth occurs at all masses. Almost none of our models oc-
cupy the most extreme elliptical end of the G-M

20

locus
(having G ⇠ 0.6, M

20

⇠ �2.5).
On the other hand, the models with M⇤ > 1010M�

contain more objects with robustly disky profiles (G < 0.5),
and we see that these points (blue and gray) in the upper
right panel are what gives rise to the structural diversity by
z ⇠ 1.3 in Figures 4 and 5.

3.4 As a function of star formation

In Figure 7, we separate the models by specific star forma-
tion rate (SSFR=SFR/M⇤) and redshift. We chose a limit
of SSFR = 10�9.7 yr�1 so that the “low star formation”
bin contains a significant number of galaxies. However, this
SSFR is a factor of ⇠ 10 higher than common definitions
of quiescent or non-star-forming levels (e.g., Brammer et al.
2009). Therefore this should be considered a cut that clas-
sifies galaxies into bins of normal star formation versus low
star formation, as opposed to “star forming” and “not star
forming”.

We find a di↵erence in the average morphologies be-
tween the normal and low SF bins at z < 1.8 (right column)
in Figure 7. In the models, normal star-formers prefer the
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Figure 10. Fraction of time spent by the simulations above each of three thresholds in MID for the ten RP simulations studied in this
paper. The rightmost panel shows systems that are enhanced in all three of M, I, D above the 1st, 2nd, and 3rd levels of their respective
panels. Colors correspond with Table 1 and to the other plots in this paper. The six point symbols reflect the six cameras we used to
“observe” each galaxy. Circles are face-on, squares are edge-on; triangles, inverted triangles, and diamonds are random cameras 3, 4, and
5 as in Table 2; stars are another random camera. Plotted x-axis values for a given simulation have a random shift for clarity. The blue
and gray points – the two simulations that experience significant evolution toward disk-dominated morphologies in Figure 4 – are near
the top of the distribution here, suggesting that the formation of disks at z & 1 is linked to higher MID statistics. This likely owes to
enhanced merger activity, the sensitivity of MID (especially the I statistic) to bright clumps, or both.

Figure 11. Cumulative distribution function (CDF) of observed event durations above various threshold levels in MID, for the ten
RP simulations studied in this paper. The dashed gray curve represents the CDF of the simulation timesteps. As an example, the blue
curve in the left panel shows the probability that a galaxy observed with M > 1.0 will sustain at least M = 1.0 for t Gyr during
the current event. At least roughly 50% of the observed events in these sets are consistent with a duration shorter than the available
simulation timestep spacing. These are a combination of complex assembly histories, potentially clumpy or disturbed morphologies that
are extremely short-lived, and noise. This motivates the need for significant cosmological statistics in simulations like these in order to
capture the rarer longer-lived and more robust events. If instead these turn out to be representative of typical MID-classified mergers,
then this implies that significant numbers of galaxies observed with merger-like (MID-enhanced) morphologies are not drawn-out major
events but may be short-lived disturbances.

of a G-M
20

merger signature reflects the generally low G
value of this disk-dominated source: as in Section 4.1, we
see that the ideal G-M

20

merger classification threshold may
depend on the underlying morphology of the system.

This minor merger occurs at an interesting time dur-
ing the total evolution of VELA15MRP: at t . 5 Gyr, this
galaxy has a compact, red core with a faint disk. The galaxy
is still forming stars, and is never “quenched” in terms of a
very low SSFR (. 10�11 yr�1). This early-forming core is
stable, with roughly the same brightness at 4 < t < 7 Gyr.
The faint star-forming disk appears stable until t = 6 Gyr,
just after the merger event, after which it experiences a disk-
wide starburst event. This event then dominates the total
color and brightness of the source by t ⇠ 7 Gyr (z ⇠ 1):
the compact core remains at seemingly the same brightness
and size, while the disk grows vigorously around it. Contrast

this with the steadiness of the disks in other RP simulations
at z ⇠ 1: Figures 13 and 3. While we cannot conclusively
identify the merger as the causal trigger of significant disk
star formation here, it is an intriguing suspect. It is possible
that it disrupts or adds to the galaxy’s gas reservoir in such
a way as to enable significant star formation in the disk,
or that the smooth accretion of gas is enhanced during this
event.

Figure 13 shows VELA27MRP, the other RP simulation
with a disk-dominated light profile that becomes more disk-
dominated with time. Here, the structure of the source is
roughly stable at t & 4 Gyr (though the disk may be growing
in size here). However, prior to this, this halo experiences a
major merger at t ⇠ 3 Gyr (z ⇠ 2.2), as seen not only by
the first two disturbed image panels but also by inspection
of the time evolution of wider-field images prior to these: we
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Figure 12. In the spirit of Figure 9, we show the disk enhancement following a minor merger at t ⇠ 6 Gyr (z ⇠ 1) in VELA15MRP,
plotted as the gray points elsewhere. This and Figure 13 highlight the two simulations we identified as evolving from bulge- to disk-
dominated morphologies over time (Figure 4), and which spend a significant (10%) of their time as MID-enhanced from Figure 10. The
points in the bottom four graphs are as in Figure 9 and Table 2. At the top, from each time bin spanned by the sub-panel, we show the
set of images at the simulation timestep which maximizes the sum of the I statistic. This serves to highlight the objects which contribute
most to the high MID-enhanced fractions in Figure 10. The bright blue clump at t ⇠ 5.8 has a merger origin that is clearly established
by inspecting the time evolution of the original mock images at the wider total field of view: images shown here are zoomed to show
galaxy detail.

5.3 Future mock image science

The conclusions above imply that a large volume of sim-
ulated cosmological histories may be required to span the
range of these outcomes and thereby accurately calibrate
these diagnostics for use with high-resolution imaging of ob-
jects at z > 1. It is not known if or by how much a real-
istic cosmological sampling of galaxy interactions may alter
the observability timescales of merger induced morphologi-
cal disturbances or starbursts (e.g., Lotz et al. 2008a; Snyder
et al. 2011). And we have not yet performed a full accounting
of the origin of the galaxy structures we observe forming in
the present simulations: i.e., how observed structures relate
to the full accretion and interaction histories of these halos.
Moreover, it is not yet clear how many simulated galaxies

we require for this endeavor, but it is likely that we need
at least several examples each spanning the desired range
of density and mass. Thus we are motivated to analyze not
only more of the high-resolution simulations discussed here,
but also much larger mock image datasets that traces the
morphology of each of thousands of galaxies at a variety
of masses (Torrey et al. in prep.), even if their morpholo-
gies and time evolution are more coarsely resolved. Indeed,
recent studies find that the combination of supernova and
AGN feedback may naturally set the morphology–mass–star
formation correlations in galaxy populations at low redshift
(Snyder et al. in prep.). As the methods and availability of
computing resources increase, we will be able to exploit not
only statistical samples of models, but also finely detailed
modeling in time and space.

c� 0000 RAS, MNRAS 000, 000–000
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In images, many merger-like “events” are short and noisy.



Summary
‣ Galaxy physics tuned to mass & SFR also reproduces 

coarse morphology, on average	


!

‣ Actual paths taken are diverse at z > 1:  interactions 
can trigger bulge or disk growth	


!

‣ Merger diagnostics are triggered briefly by both 
minor mergers and clumpy star formation



What is the best diagnostic for X ?

Detection of Disturbed Galaxy Morphologies 7
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Figure 4. Relative importance of statistics in di↵erentiating be-
tween regular and non-regular galaxies (x-axis) and non-merger
and merging galaxies (y-axis) in CANDELS-team-processed H-
band data, as output by the random forest classification algo-
rithm. The values of all data points have been normalized by the
value of the I statistic for the regular/non-regular analysis. See
§3.3 for the definition of statistic importance, and §4.1 for prac-
tical interpretation of the results. The error bars indicate sample
standard deviation given 1,000 separate runs of random forest,
and thus are not measures of the standard error of the mean; the
1� uncertainties in the means are given by shrinking the error
bars by a factor of

p

1000 = 31.62.

Table 3. Classifier Performance⇥ 104 �H-band/Merger

MI A-MI A-MID Full

sens 6917 ± 22 7520 ± 22 7790 ± 17 7816 ± 17
spec 8683 ± 14 8546 ± 15 8564 ± 9 8591 ± 8
risk 4400 ± 13 3934 ± 13 3646 ± 13 3594 ± 13
toterr 1477 ± 12 1547 ± 12 1506 ± 7 1480 ± 6
PPV 3562 ± 20 3525 ± 20 3541 ± 13 3603 ± 13
NPV 9662 ± 2 9723 ± 2 9752 ± 2 9753 ± 2

This table displays sample mean plus/minus 1� standard error,
each multipled by 104.

ment of the robustness of the MID statistics as a function
of wavelength by applying them to the J-band images asso-
ciated with our galaxy sample.

In Figure 6, we display the relative importance of the
CAS-GM

20

-MID statistics for the detection of non-regulars
(x-axis) and mergers (y-axis) when we analyze J-band
rather than H-band images. (For these data, the smooth-
ing scales were 0.75 and 1.4 pixels for the non-regular and
merger analyses, respectively.) The conclusions that we draw
from this figure and from Table 4 are similar to those drawn
from Figure 4 and Tables 2 and 3: the MID statistics are
robust against changes in observation wavelength.
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Figure 5. Scatter plots of the MID and A statistics as computed
for CANDELS-team-processed H-band images. Green circles rep-
resent galaxies visually identified as mergers and blue crosses rep-
resent non-regulars that are not also mergers. The red lines are
contours indicating the density of regular galaxies. The non-zero
slopes of the black line, the best-fit linear regression functions,
indicates the expected positive correlations between each of these
statistics. Note that for increased clarity, only 100 randomly se-
lected non-regulars/mergers are displayed.
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Figure 6. Same as Figure 4, but for J-band data. The similarity
of this figure to Figure 4 indicates the robustness of the MID

statistics across wavelength regimes.
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‣ Often, X = empirical	


‣ Hydro sims + synthetic data, X ➔ explicit
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Galaxy physics model imprints a 
signature on quantitative structures.



Physics and first results:  approaching realistic populations
Vogelsberger et al. 2013 ;  Torrey et al. 2013 ;     

1/30 volume tests

A physical model for cosmological simulations of galaxy formation 21

Figure 6. Cosmic SFR density as a function of redshift (left panel: resolution study; right panel: different feedback models). Observational data is taken
from Hopkins & Beacom (2006a) and Behroozi et al. (2013). The left panel demonstrates that the overall shape of the SFR evolution is well converged,
with a minor normalisation change toward higher SFRs with increasing resolution, but the peak location does not change with resolution. Doubling the wind
velocity (“faster winds”) leads to a strong suppression of the overall star formation rate. Increasing the overall wind energy (“stronger winds”) leads to a clear
overproduction of stars at late times. Variations in the AGN radio-mode feedback do not change the SFR density nearly as much as changes in the stellar
feedback. Stronger radio-mode feedback leads to less star formation at late times. The same is true for an increased radio mode threshold, where more AGN
feedback energy is channelled into the radio-mode. Since this mode is more bursty, it is more efficient at reducing star formation compared to the continuous
quasar-mode AGN feedback, which mainly regulates the growth of BHs.

can be rather dramatic. For example, doubling the wind velocity
(“faster winds”) leads to a strong suppression of the overall SFR,
especially at late times. Such fast winds lead to a significant re-
duction of star formation also for massive haloes as we show be-
low (see also Schaye et al. 2010, for a similar finding). Increasing
the overall wind energy (“strong winds”) leads to a clear overpro-
duction of stars at late times, because a very substantial fraction of
the gas that is blown out of galaxies at early times falls back in at
late times – fueling further star formation along a “wind accretion”
channel (see also Oppenheimer et al. 2010). The peak of the SFR
density is also sensitive to the details of the wind and AGN pa-
rameterisation. Interestingly, the changes of the SFR density with
respect to variations in the AGN radio-mode are less dramatic. As
expected, “stronger radio” feedback leads to more efficient suppres-
sion of star formation at late times. Likewise, “weaker radio” mode
feedback increases star formation at late times. Similar trends can
be seen for changes in the radio threshold. A “higher radio thresh-
old” puts more energy into the radio-mode and is therefore more
efficient in suppressing star formation in massive systems at late
times. A “lower radio threshold” on the other hand puts more AGN
feedback energy into the quasar-mode, which is less efficient in
suppressing star formation. Consequently, such a simulation pro-
duces more stars at late times. In fact, we find that quasar-mode
feedback is mainly responsible in establishing the BH scaling re-
lations, but does not significantly affect star formation in massive
systems. The “no feedback” simulation, as expected, strongly over-
produces the amount of stars at all times. However, the peak of the
SFR occurs still at about the right time even for this simulation.

4.2.3 Stellar mass – halo mass relation

The cosmic SFR density can be viewed as a convolution of the
halo mass function and the amount of stars formed in a given halo
(Springel & Hernquist 2003a). It is therefore natural to examine the
average amount of stars formed as a function of halo mass. Over the
last years, so-called abundance matching results have established
the required relationship between the stellar mass content of haloes
and their total mass (e.g., Conroy et al. 2006; Conroy & Wechsler
2009; Moster et al. 2010; Guo et al. 2010; Behroozi et al. 2013;
Moster et al. 2013) in order to achieve consistency between the
observed stellar mass function and the halo mass function of the
⇤CDM cosmology. In Figure 7, we present the stellar mass – halo
mass relation of our simulations at z = 0 and compare it to the
four abundance matching results of Moster et al. (2010); Guo et al.
(2010); Behroozi et al. (2013); Moster et al. (2013). Specifically,
we compare against the stellar mass – halo mass relation parame-
terisation

M? = M200,crit ⇥ a

"✓
M200,crit

10b M�

◆c

+

✓
M200,crit

10b M�

◆d
#
, (31)

with the coefficients taken from Moster et al. (2010), Guo et al.
(2010), and Moster et al. (2013). For Behroozi et al. (2013) we plot
instead the provided tabulated data. Figure 7 shows the stellar mass
of central galaxies as a function of their halo mass M200,crit, where
the stellar mass is measured within twice the stellar half-mass ra-
dius as discussed above. Again, the left panel of Fig. 7 shows a
resolution study while the right panel explores the various physics
settings. Solid lines mark the median relations, whereas the two-

© 0000 RAS, MNRAS 000, 000–000
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Figure 1. The simulated galaxy stellar mass function (GSMF) is shown for three di↵erent resolution simulations (top panel, solid
coloured lines) and several variations of our feedback model (bottom panel, solid coloured lines) along with data points from observations
at four di↵erent redshifts (as indicated). The “no feedback” simulation (grey line, bottom plot) provides a poor match to observations,
underscoring the need for strong feedback to regulate the growth of galaxies. Many of the feedback models are able to alleviate the
overproduction of stellar mass, including the high resolution fiducial model (red line, top plot) which provides reasonable agreement in
the overall shape and normalisation of the GSMF compared against observations. This includes a flattening of the low mass end of the
GSMF that occurs towards late times, along with a sharp cuto↵ for massive systems.

we vary the parameter choices for our feedback model. The
impact of these feedback parameter variations on the red-
shift z = 0 galaxy population was discussed in Paper I, and
we extend this discussion here by comparing the simulated
galaxy populations with high redshift data. The second set of
simulations employs our fiducial feedback model at three dif-
ferent resolutions, and are labelled L25n128, L25n256, and
L25n512. All our simulations are summarised in Table 1.

We use the SUBFIND algorithm (Springel et al. 2001) to
identify gravitationally bound groups of dark matter, stars,
and gas. We treat each self-bound group as a galaxy, and
calculate its properties based on the SUBFIND (sub) halo
catalogue. For the stellar mass, we could in principle take
a sum over all stellar particles associated with the group.
However, a non-negligible fraction of stellar mass in mas-
sive systems resides in a di↵usely distributed component,
as seen in observations of groups and clusters (e.g., Zibetti
et al. 2005; McGee & Balogh 2010) and simulations (e.g.,
Murante et al. 2004, 2007; Rudick et al. 2006; Puchwein

et al. 2010; Puchwein & Springel 2013). This is an impor-
tant point because: (i) intra-cluster light is not traditionally
counted as contributing to the central galaxy’s mass and (ii)
some of the intra-cluster light may fall below observational
limits. To take this into account, we define the galactic stel-
lar mass as the sum of stellar mass within twice the (total)
stellar half mass radius. This has only a small e↵ect on the
stellar mass measurements for low mass systems, but can
reduce the intra-cluster mass contributions in more massive
systems. We have checked that our adopted definition of
galactic stellar mass gives a similar result compared to what
would be obtained if we used an observationally motivated
surface brightness cut for massive systems (e.g., Rudick et al.
2006). For the halo mass we adopt the M

200,crit value, which
is defined as the sum of all mass within a sphere where the
halo’s average density is 200 times the critical density.

c� 0000 RAS, MNRAS 000, 000–000
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Figure 7. Stellar mass of central galaxies as a function of total halo mass (M200,crit) at z = 0 (left panel: resolution study; right panel: various feedback
models). Different black lines show abundance matching results (Moster et al. 2010; Guo et al. 2010; Behroozi et al. 2013; Moster et al. 2013), which are
extrapolated beyond the constrained regime. Solid coloured lines mark the median relations of the simulations, whereas the two-dimensional histograms
indicate the distribution of the L25n512 (left panel) and L25n256 (right panel) results. The left panel demonstrates that the stellar content of low mass galaxies
(i.e. M? < 10

9
M�) is not yet fully converged. But at somewhat higher galaxy masses (i.e. M? > 10

9
M�), we find convergence in the stellar mass –

halo mass relationship. The overall shape of the relation and the turnover mass agree reasonably well with the results derived based on abundance matching
techniques. The right panel demonstrates that both stellar feedback at the faint end and AGN feedback at the massive end shape the stellar mass content. The
wind speed has the most dramatic impact on the stellar mass content of haloes. “Faster winds” reduce the amount of stellar mass substantially over a large
range of halo masses. “Weaker winds” clearly do not suppress star formation efficiently enough at the faint end. The massive end is most sensitive to changes
in the radio-mode accretion rate threshold, where more radio-mode AGN feedback leads to more efficient quenching of massive systems. The same effect can
be achieved through a larger radio-mode feedback strength.

dimensional coloured histograms indicate the distribution of the
L25n512 result (left panel) and L25n256 result (right panel).

The left panel of Figure 7 demonstrates that low mass galax-
ies (i.e. M? < 109 M�) experience a factor of . 2 increase in
their stellar masses as we increase the resolution. Although we do
not expect similarly sized changes to the stellar masses of these
galaxies with further increased resolution, the stellar masses of
these low mass galaxies are clearly not yet fully converged. Galax-
ies with somewhat higher masses (i.e. M? > 109 M�) are better
resolved and show reasonable convergence in their stellar mass –
halo mass relationship. As a result, the overall shape of the rela-
tion and the turnover mass are quite well converged and agree with
the results derived based on abundance matching techniques. We
note that the break in the stellar mass to halo mass ratio around
M200,crit ⇠ 1012 M� can be reproduced only through a combina-
tion of stellar and AGN feedback. In fact, the main challenge in re-
producing the abundance matching results is to correctly match the
change of slope towards more massive systems. Reproducing the
faint-end or massive-end slope alone is typically easier to achieve.
Our simulation volume is too small to properly sample massive sys-
tems, but based on selected test calculations of clusters of galax-
ies using a zoom-in procedure, we have verified that our feedback
model also reduces the stellar masses of these more massive sys-
tems to the observed levels

The right panel of Figure 7 demonstrates that both stellar feed-
back at the faint end and AGN feedback at the massive end are
needed to produce a stellar mass – halo mass relation that matches

the derived relation from abundance matching reasonably well. In
agreement with our findings for the cosmic SFR density, the wind
speed has the most dramatic impact on the stellar mass content
of haloes, with “faster winds” being capable of substantially sup-
pressing the stellar mass content of haloes over a wide mass range,
also affecting more massive systems. “Weaker winds” in contrast
clearly do not reduce star formation efficiently enough at the faint
end. This can be seen from the “weaker wind” curve which sig-
nificantly overproduces the stellar mass for low mass systems. On
the other hand, “stronger winds” lead to an excessive suppression
of star formation towards the low mass end, and also an undershoot
around the turnover point of the observed relation. The massive end
is very sensitive to changes in the radio-mode accretion rate thresh-
old. Lowering this value, and thereby putting more AGN feedback
energy into the quasar-mode, leads to an overproduction of stars
in massive systems as can be seen from the “lower radio threshold”
curve. The same is true if we decrease the radio feedback factor by a
factor of two (“weaker radio” curve). These findings agree with the
conclusions drawn from the cosmic SFR density plots. As for the
cosmic SFR density, the fiducial L25n256 model provides the best
fit to the observational data. The “no feedback” simulation clearly
overproduces stars at all halo masses. Furthermore, the amount of
stars scales nearly linearly with the halo mass in this case (above
M200,crit ⇠ 1010.5 M�), and there is clearly no turnover towards
higher masses. This implies that radio-mode AGN feedback is cru-
cial for the quenching of star formation at the massive end (as has
been previously found by Croton et al. 2006; Bower et al. 2006;

© 0000 RAS, MNRAS 000, 000–000



“Hydro Mock Observatory”

following Kitzbichler & White ’07, Overzier ’13, etc
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Bershady et al. 2000; Conselice et al. 2000). The third quantity
in the ‘‘CAS’’ morphological classification system is a measure
of a galaxy’s residual clumpiness S, which is correlated with a
galaxy’s color and star formation rate (Isserstedt & Schindler
1986; Takamiya 1999; Conselice 2003). Other more computer-
intensive approaches to galaxy classification, such as artificial
neural networks and shapelet decomposition have also been
applied to local and distant galaxies. Artificial neural networks
are trained by an astronomer on a set of galaxies of known
morphological type and use a combination of size, surface
brightness, concentration, and color to classify galaxy types
(Odewahn et al. 1996; Naim et al. 1997). ‘‘Shaplets’’ decon-
struct each galaxy’s image into a series of Hermite polynomials
(Refregier 2003; Kelly & McKay 2004). The eigenshapes
produced by shapelet decomposition are often difficult to in-
terpret by themselves, and the additional step of principle
component analysis is performed to classify galaxies.

While CAS is perhaps the most straightforward of the non-
parametric methods, it is not without its weaknesses. Because
concentration is measured within several circular apertures
about a predefined center, it implicitly assumes circular sym-
metry, making it a poor descriptor for irregular galaxies.
Asymmetry is more sensitive to merger signatures than con-
centration, but not all merger remnant candidates are highly
asymmetric, and not all asymmetric galaxies are mergers (e.g.,
dusty edge-on spirals). Finally, the clumpiness determination
requires one to define a galaxy smoothing length, which must
be chosen carefully to avoid systematic effects dependent on a
galaxy image’s point-spread function (PSF), pixel scale, dis-
tance, and angular size. Also, the bulges of highly concentrated
galaxies give strong residuals that are not due to star-forming
regions and must be masked out when computing S.

In this paper we examine two new nonparametric ways of
quantifying galaxy morphology that circumvent some of the
problems with the CAS system. We use the Gini coefficient, a
statistic used in economics to describe the distribution of
wealth within a society. It was first adapted for galaxy mor-
phology classification by Abraham et al. (2003) to quantify the
relative distribution of flux within the pixels associated with a
galaxy. It is correlated with concentration, but does not assume
that the brightest pixels are in the geometric center of the
galaxy image. We also define a new indicator, M20, which
describes the second-order moment of the brightest 20% of the
galaxy. While similar to the concentration index, M20 is more
sensitive to merger signatures like multiple nuclei and does not
impose circular symmetry. In x 2 we modify Abraham’s defi-
nition of the Gini coefficient to make it applicable to distant
galaxies, and we define M20. In x 3 we test the robustness of
these statistics to decreasing signal-to-noise ratio (S/N) and
resolution and find that at average S/N per galaxy pixel greater
than 2 and spatial resolutions less than 500 pc, they are reliable
to within 10%. We also compare the robustness ofG andM20 to
CAS. In x 4 we compare the ability of G and M20 to classify
local Hubble type and merging galaxies to the CAS system.
Finally, in x 5 we examine the near-ultraviolet/optical mor-
phologies of 49 1:7< z< 3:8 Lyman-break galaxies and at-
tempt to classify these LBGs as ellipticals, spirals, or merger
candidates.

2. MEASURING GALAXY MORPHOLOGIES

2.1. The Gini Coefficient

The Gini coefficient is a statistic based on the Lorenz
curve, the rank-ordered cumulative distribution function of a

population’s wealth, or in this case a galaxy’s pixel values
(Abraham et al. 2003). The Lorenz curve is defined as

L( p) ¼ 1

X̄

Z p

0

F"1(u) du; ð1Þ

where p is the percentage of the poorest citizens or faintest
pixels, F(x) is the cumulative distribution function, and X̄ is
the mean over all (pixel flux) values Xi (Lorenz 1905). The
Gini coefficient is the ratio of the area between the Lorenz
curve and the curve of ‘‘uniform equality’’ where L( p) ¼ p
(shaded region, Fig. 1) to the area under the curve of uniform
equality (=1

2). For a discrete population, the Gini coefficient is
defined as the mean of the absolute difference between all Xi :

G ¼ 1

2 X̄ n(n" 1)

Xn

i¼1

Xn

j¼1

jXi " Xjj; ð2Þ

where n is the number of people in a population or pixels in a
galaxy. In a completely egalitarian society, G is zero, and if
one individual has all the wealth, G is unity. A more efficient
way to compute G is to first sort Xi into increasing order and
calculate

G ¼ 1

X̄ n(n" 1)

Xn

i

(2i" n" 1)Xi ð3Þ

(Glasser 1962).
For the majority of local galaxies, the Gini coefficient is

correlated with the concentration index and increases with the
fraction of light in a compact (central) component. In a study of
930 Sloan Digital Sky Survey (SDSS) Early Data Release
galaxies, Abraham et al. (2003) found G to be strongly cor-
related with both concentration and surface brightness. How-
ever, unlike C, G is independent of the large-scale spatial

Fig. 1.—Lorenz curve: the Gini coefficient is the area between the Lorenz
curve of the galaxy’s pixels and that of equitable distribution (shaded region).
The given curve is for S0 NGC 4526, G ¼ 0:59.
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where Si is pixel i’s flux, !sky is the sky noise, and n is the
number of galaxy pixels in the segmentation map. As hS/Ni
decreases, the distribution of measured flux values in the
faintest pixels becomes broader. The measured Gini coefficient
increases because low surface brightness galaxy pixels are
scattered to flux values below the mean sky level, resulting in
negative flux levels for the faintest pixels assigned to the gal-
axy by our smoothed segmentation map. We note that, while
the Poisson noise redistributes all the pixel flux values, the
effects are significant only for pixels with intrinsic flux values
!3 !sky. Therefore, as a first-order correction we compute the
Gini coefficient of the distribution of absolute flux values:

G ¼ 1
¯jX jn(n# 1)

Xn

i

(2i# n# 1)jXij: ð6Þ

Low surface brightness galaxy pixels with flux values scat-
tered below the sky level are reassigned positive values (right,
Fig. 2). This correction recovers the ‘‘true’’ Gini coefficient to
within 10% for images with S=N > 2; at very low S/N values,
even the brightest galaxy pixels are strongly affected by noise
and the Gini coefficient is not recoverable. In Figures 3–4 we
show the final segmentation maps used to compute the Gini
coefficient as contour maps for eight galaxies of varying
morphological type (Table 1).

2.2. The Moment of Ligght

The total second-order moment Mtot is the flux in each pixel
fi multiplied by the squared distance to the center of the gal-
axy, summed over all the galaxy pixels assigned by the seg-
mentation map:

Mtot ¼
Xn

i

Mi ¼
Xn

i

fi (xi # xc)
2 þ ( yi # yc)

2
! "

; ð7Þ

where xc, yc is the galaxy’s center. The center is computed by
finding xc, yc such that Mtot is minimized.

The second-order moment of the brightest regions of the
galaxy traces the spatial distribution of any bright nuclei, bars,
spiral arms, and off-center star clusters. We define M20 as the
normalized second-order moment of the brightest 20% of the
galaxy’s flux. To compute M20, we rank-order the galaxy
pixels by flux, sum Mi over the brightest pixels until the sum
of the brightest pixels equals 20% of the total galaxy flux, and
then normalize by Mtot:

M20 ' log10

P
i Mi

Mtot

# $
; while

X

i

fi < 0:2 ftot: ð8Þ

Here ftot is the total flux of the galaxy pixels identified by the
segmentation map and fi are the fluxes for each pixel i, order
such that f1 is the brightest pixel, f2 is the second brightest
pixels, and so on. The normalization by Mtot removes the
dependence on total galaxy flux or size. We find that defining
M with brighter flux thresholds (e.g., 5% of ftot) produces
moment values that are unreliable at low spatial resolutions
(x 2.3), while lower flux threshold lead to a less discriminating
statistic.

While our definition of M20 is similar to that of C, it differs
in two important respects. First, M20 depends on r2 and is
more heavily weighted by the spatial distribution of luminous
regions. Second, unlike C, M20 is not measured within circular
or elliptical apertures, and the center of the galaxy is a free
parameter. We will see in x 3 that these differences make M20

more sensitive than C to merger signatures such as multiple
nuclei. In Figures 3–4 we display the segmentation maps and
the regions containing the brightest 20% of the flux for the
eight test galaxies.

2.3. Concentration, Asymmetry, and Smoothness

Concentration is defined in slightly different ways by dif-
ferent authors, but the basic function measures the ratio of
light within a circular or elliptical inner aperture to the light
within an outer aperture. We adopt the Bershady et al. (2000)
definition as the ratio of the circular radii containing 20% and
80% of the ‘‘total flux’’:

C ¼ 5 log
r80
r20

# $
; ð9Þ

where r80 and r20 are the circular apertures containing 80%
and 20% of the total flux, respectively. For comparison with
the most recent studies of galaxy concentration, we use
Conselice’s (2003) definition of the total flux as the flux
contained within 1.5 rp of the galaxy’s center (as opposed to
Bershady’s definition as the flux contained within 2 rp). For
the concentration measurement, the galaxy’s center is that
determined by the asymmetry minimization (see below). In
Figures 3–4 we overplot r80 and r20 for eight galaxies of
varying morphological type in the far left-hand panels.
The asymmetry parameter A quantifies the degree to which

the light of a galaxy is rotationally symmetric. A is measured
by subtracting the galaxy image rotated by 180( from the
original image (Abraham et al. 1996; Wu 1999; Conselice
et al. 2000):

A ¼
P

i; j jI(i; j)# I180(i; j)jP
i; j jI(i; j)j

# B180; ð10Þ

where I is the galaxy’s image and I180 is the image rotated by
180( about the galaxy’s central pixel, and B180 is the average
asymmetry of the background. A is summed over all pixels
within 1.5 rp of the galaxy’s center. The central pixel is de-
termined by minimizing A. The asymmetry due to the noise
must be corrected for, and it is impossible to reliably measure
the asymmetry for low S/N images. In Figures 3–4 we display
the residual I # I180 image and the 1.5 rp aperture in the second
column. Objects with very smooth elliptical light profiles have
a high degree of rotational symmetry. Galaxies with spiral arms
are less symmetric, while extremely irregular and merging
galaxies are often (but not always) highly asymmetric.
The smoothness parameter S has been recently developed

by Conselice (2003), inspired by the work of Takamiya
(1999), to quantify the degree of small-scale structure. The
galaxy image is smoothed by a boxcar of given width and then
subtracted from the original image. The residual is a measure
of the clumpiness due to features such as compact star clus-
ters. In practice, the smoothing scale length is chosen to be a
fraction of the Petrosian radius.

S ¼
P

i; j jI(i; j)# IS(i; j)jP
i; j jI(i; j)j

# BS ; ð11Þ

where IS is the galaxy’s image smoothed by a boxcar of width
0.25 rp, and BS is the average smoothness of the background.
Like A, S is summed over the pixels within 1.5 rp of the
galaxy’s center. However, because the central regions of most
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Figure 1. Example of pixel grouping for computing the multi-
mode (M) statistic. To the left we display the H-band pixel in-
tensities for an example of a merger galaxy (see Figure 3), while
to the right we show only those pixels associated with the largest
5.8% of the sorted intensity values. The two pixel regions have ar-
eas A

(1)

= 21 and A
(2)

= 14, so that R
0.942

= (14/21)⇤14 = 9.33.
The M statistic is the largest of the R values computed for a suf-
ficiently large number of threshold percentiles.

inside the segmentation map are smaller than this value. For
a given value of l, we examine image pixels and define a new
image

g
i,j

=

⇢
1 f

i,j

> q
l

0 otherwise
.

This image will be mostly 0, with m groups of contiguous
pixels of value 1 where the galaxy intensity is largest. We
determine the number of pixels A

l,m

in each group, and
order them in descending order (i.e., A

l,(1)

is the largest
group of contiguous pixels for quantile l, A

l,(2)

is the second-
largest group, etc.). We define the area ratio for each quantile
as

R
l

=
A

l,(2)

A
l,(1)

A
l,(2)

, (1)

This statistic is suited for detecting double nuclei within the
segmentation map, as the ratio A

l,(2)

/A
l,(1)

tends towards 1
if double nuclei are present, and towards 0 if not. Because
this ratio is sensitive to noise, we multiply it by A

l,(2)

, which
tends towards 0 if the second-largest group is a manifestation
of noise. The multi-mode statistic is the maximum R

l

value,
i.e.,

M = max
l

R
l

. (2)

2.2 I(ntensity) statistic

The M statistic is a function of the footprint areas of non-
contiguous groups of image pixels, but does not take into
account pixel intensities. To complement it, we define a sim-
ilar statistic, the intensity or I statistic. A readily apparent,
simple definition of this statistic is the ratio of the sums of
intensities in the two pixel groups used to compute M . How-
ever, this is not optimal, as in any given image it is possible,
e.g., that a high-intensity pixel group with small footprint
may not enter into the computation of M in the first place.

There are myriad ways in which one can define pixel
groups over which to sum intensities. In this work, we utilize
a two-pronged approach. First, we smooth the data in each
image with a symmetric bivariate Gaussian kernel, selecting

Figure 2. Example of pixel grouping for computing the intensity
(I) statistic. To the left we display pixel intensities for an example
of a merger galaxy (see Figure 3). These data are smoothed using
a symmetric Gaussian kernel of width � = 1 pixel, a su�ciently
small scale to remove local intensity maxima caused by noise with-
out removing local maxima intrinsic to the galaxy itself. (See the
text for details on how we select the appropriate smoothing scale
�.) To the right we display pixel regions associated with each
local intensity maximum remaining after smoothing. Pixel inten-
sities are summed within each region, with the intensity statistic
then being the ratio of the second-largest to largest sum. In this
example, the statistic is I = 0.935.

the optimal width � by maximizing the relative importance
of the I statistic in correctly identifying morphologies (i.e.,
how well we can di↵erentiate classes using the I statistic
alone, relative to how well we can di↵erentiate classes by
using other statistics by themselves; see §3.3). Then we de-
fine groups using maximum gradient paths. For each pixel
in the smoothed image, we examine the surrounding eight
pixels and move to the one for which the increase in intensity
is maximized, repeating the process until we reach a local
maximum. A single group consists of all pixels linked to a
particular local maximum. (See Figure 2.) Once we define
all pixel groups, we sum the intensities within each and sort
the summed intensities in descending order: I

(1)

, I
(2)

,... The
intensity statistic is then

I =
I
(2)

I
(1)

. (3)

2.3 D(eviation) statistic

Galaxies that are clearly irregular or peculiar will ex-
hibit marked deviations from elliptical symmetry. A simple
measure quantifying this deviation is the distance from a
galaxy’s intensity centroid to the local maximum associated
with I

(1)

, the pixel group with maximum summed intensity.
We expect this quantity to cluster near zero for spheroidal
and disk galaxies. For those disk galaxies with well-defined
bars and/or spiral arms, we would still expect near-zero val-
ues, as between the bulge and generally expected structure
symmetry, both the intensity centroid and the maximum
associated with I

(1)

should lie at the galaxy’s core.
We define the intensity centroid of a galaxy as

(x
cen

, y
cen

) =
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if
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,
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with the summation being over all n
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pixels with the seg-
mentation map. The distance from (x
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, y
cen

) to the max-
imum associated with I

(1)

will be a↵ected by the absolute
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Figure 1. Example of pixel grouping for computing the multi-
mode (M) statistic. To the left we display the H-band pixel in-
tensities for an example of a merger galaxy (see Figure 3), while
to the right we show only those pixels associated with the largest
5.8% of the sorted intensity values. The two pixel regions have ar-
eas A

(1)

= 21 and A
(2)

= 14, so that R
0.942

= (14/21)⇤14 = 9.33.
The M statistic is the largest of the R values computed for a suf-
ficiently large number of threshold percentiles.

inside the segmentation map are smaller than this value. For
a given value of l, we examine image pixels and define a new
image
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0 otherwise
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This image will be mostly 0, with m groups of contiguous
pixels of value 1 where the galaxy intensity is largest. We
determine the number of pixels A

l,m

in each group, and
order them in descending order (i.e., A

l,(1)

is the largest
group of contiguous pixels for quantile l, A
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is the second-
largest group, etc.). We define the area ratio for each quantile
as
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This statistic is suited for detecting double nuclei within the
segmentation map, as the ratio A

l,(2)

/A
l,(1)

tends towards 1
if double nuclei are present, and towards 0 if not. Because
this ratio is sensitive to noise, we multiply it by A

l,(2)

, which
tends towards 0 if the second-largest group is a manifestation
of noise. The multi-mode statistic is the maximum R

l

value,
i.e.,

M = max
l

R
l

. (2)

2.2 I(ntensity) statistic

The M statistic is a function of the footprint areas of non-
contiguous groups of image pixels, but does not take into
account pixel intensities. To complement it, we define a sim-
ilar statistic, the intensity or I statistic. A readily apparent,
simple definition of this statistic is the ratio of the sums of
intensities in the two pixel groups used to compute M . How-
ever, this is not optimal, as in any given image it is possible,
e.g., that a high-intensity pixel group with small footprint
may not enter into the computation of M in the first place.

There are myriad ways in which one can define pixel
groups over which to sum intensities. In this work, we utilize
a two-pronged approach. First, we smooth the data in each
image with a symmetric bivariate Gaussian kernel, selecting

Figure 2. Example of pixel grouping for computing the intensity
(I) statistic. To the left we display pixel intensities for an example
of a merger galaxy (see Figure 3). These data are smoothed using
a symmetric Gaussian kernel of width � = 1 pixel, a su�ciently
small scale to remove local intensity maxima caused by noise with-
out removing local maxima intrinsic to the galaxy itself. (See the
text for details on how we select the appropriate smoothing scale
�.) To the right we display pixel regions associated with each
local intensity maximum remaining after smoothing. Pixel inten-
sities are summed within each region, with the intensity statistic
then being the ratio of the second-largest to largest sum. In this
example, the statistic is I = 0.935.

the optimal width � by maximizing the relative importance
of the I statistic in correctly identifying morphologies (i.e.,
how well we can di↵erentiate classes using the I statistic
alone, relative to how well we can di↵erentiate classes by
using other statistics by themselves; see §3.3). Then we de-
fine groups using maximum gradient paths. For each pixel
in the smoothed image, we examine the surrounding eight
pixels and move to the one for which the increase in intensity
is maximized, repeating the process until we reach a local
maximum. A single group consists of all pixels linked to a
particular local maximum. (See Figure 2.) Once we define
all pixel groups, we sum the intensities within each and sort
the summed intensities in descending order: I

(1)

, I
(2)

,... The
intensity statistic is then

I =
I
(2)

I
(1)

. (3)

2.3 D(eviation) statistic

Galaxies that are clearly irregular or peculiar will ex-
hibit marked deviations from elliptical symmetry. A simple
measure quantifying this deviation is the distance from a
galaxy’s intensity centroid to the local maximum associated
with I

(1)

, the pixel group with maximum summed intensity.
We expect this quantity to cluster near zero for spheroidal
and disk galaxies. For those disk galaxies with well-defined
bars and/or spiral arms, we would still expect near-zero val-
ues, as between the bulge and generally expected structure
symmetry, both the intensity centroid and the maximum
associated with I

(1)

should lie at the galaxy’s core.
We define the intensity centroid of a galaxy as
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Multimode (M)

Intensity (I)

Deviation (D) or 
Asymmetry (A)

model fitting 
(e.g., GalFit)



Modeling Tools

! [e.g.,]  Gadget (Springel 05)!

! SPH+N-body simulations!

! ISM model with star formation, SN feedback, & metal enrichment!

! Supermassive black hole accretion and thermal feedback!

! [e.g.,] Sunrise (Jonsson 06, Jonsson et al. 2010a,b)!
! Assigns input stellar, AGN SEDs, and dust opacities!

! 3D dust radiative transfer:   absorption, scattering, (emission)!

!

! Pan-chromatic SED from arbitrary viewing angles and positions

Patrik Jonsson

isolated or merging galaxies, e.g., Jonsson ’06, Lotz+ ’08, 
Younger+ ’09, Wuyts+ ’10, Bush+ ’10, Narayanan+ ’10, 

Jonsson+ ’10, Hayward+ ‘11,12ab, Snyder+ ’11, Snyder+ ’13




