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Why CO to H2 is a Problem

2098 R. Genzel et al.

CO line ratios in � ∼ 0 disc galaxies (Mauersberger et al.
1999) and in the � ∼ 1� 5 SFG BzK21000 (Dannerbauer
et al. 2009) suggest the following correction factors for
SFGs: � 1� � 
 ′

CO1−0 � 

′
CO � −(� −1) ∼ 1.2 and 2 for J �

2 and 3, respectively. For the SMGs in Table 1 we use
R1J � 1.1, 1.3 and 1.6 for J � 2, 3 and 4 as motivated by ob-
served line ratios in SMGs (Weiss et al. 2007) and � ∼ 0 ULIRGs
(Iono et al. 2009).

3 LUMINOSITY–LUMINOSITY CORRELATION

The first and most straightforward approach, independent of the
choice(s) of conversion factor(s) from CO line luminosity to
Mmol−gas, is to investigate the relation between the observed (z �
0) or inferred (� ≥ 1) FIR luminosities and the observed (z � 0)
or inferred (� ≥ 1) CO 1−0 luminosities. The results are shown
in Fig. 2. Compared to other plots discussed below, the total (sta-
tistical plus systematic) uncertainties are smallest in this plot. We
estimate typical 1σ uncertainties of � 0.13 dex (30 per cent) and
� 0.17 dex (40 per cent) for LCO and LFIR, respectively. In the case
of the � ≥ 1 SFGs and SMGs direct observations of the FIR lumi-
nosities with the Herschel satellite confirm the applied calibrations
to get LFIR from the original star formation tracers (UV, Hα, mid-
infrared, submillimetre, radio: see footnote 1; Magnelli et al. 2010;
Elbaz et al. 2010), or give corrections. Nordon et al. (in press)
find that at � ∼ 1� 5–2� 5 24 � m based star formation rates typically
overestimate the directly measured FIR luminosities by a factor
of 4.

The data and plots shown in Fig. 2 are in excellent agreement
with the results of all past studies on the subject (e.g. Sanders et al.
1991; Sanders & Mirabel 1996; Gao & Solomon 2004; Greve et al.
2005; Graciá-Carpio et al. 2008). They confirm that there is a close
to linear (slope 1� 15 � 0.12) relation between LCO and LFIR for SFGs
(a constant gas-depletion time-scale) and that the luminous mergers
lie on average a factor of about 4 above the relation for the ‘normal’
star-forming galaxies. All uncertainties for slopes and offsets given
henceforth and in the figures are 3σ formal fit errors, which is a
reasonable estimate of the total error, including systematic effects,
calibration, etc.

Our analysis adds two important new aspects. The first is that the
gas-depletion time for SFGs estimated from the right-hand panel of
Fig. 2 depends only weakly on redshift. The redshift-averaged ratio
LFIR � LCO1−0 is 27 � 5.6 L⊙/(K km s−1 pc2) for SFGs. The correla-
tion has a fairly substantial dispersion of 0.31 dex (see K98a). There
are also several outliers. The CO luminosities in EGS12012083
and BX389 are surprisingly weak despite an estimated luminos-
ity of � 1012 L⊙. To get from FIR to total infrared luminosity we
use 
 IR(8–1000 � m)� 
 FIR(50–300 � m) ∼ 1� 3 (Graciá-Carpio et al.
2008). Taking the K98b conversion for SFR/LIR and α � αG � 3� 2
for SFGs (Section 2.6) this results in an effective gas consumption
time-scale for SFGs of 1.2 (� 0.3) Gyr averaged from z � 0 to 2.
If the sample is split by redshift, then for the z � 0 SFGs the gas-
depletion time is 1.5 Gyr and for the � ≥ 1 SFGs it is 0.5 Gyr.
For comparison Leroy et al. (2008) find a value of 1� 9 � 0.9 Gyr
for their z � 0 disc sample. The difference between our � ∼ 0
time-scale and that of Leroy et al. is the correction factor LIR � LFIR

9

10

11

12

13

14

8 9 10 11 12

y=+1.15*x +0.63 (0.12)
y = +1.15 (0.12) x +0.02 (1.1), stdev: 0.31
z>1 mergers
z~0 normal & starburst
z~1 SFGs
z~1.5 SFGs
z~2 SFGs
z~0 mergers
z~0 interacting

all
mergers

typical uncertainty

all SFGs

log (L
CO 1-0

  [K km/s pc2] )

lo
g 

(L
F

IR
  [

L su
n] )

0

1

2

3

8 9 10 11 12

-1

0

1

y=1.43 (0.09), stdev:0.33
y=2.16 (0.14), stdev: 0.21

all SFGs

all mergers

typical uncertainty

log (L
CO 1-0

  [K km/s pc2] )

lo
g 

(L
F

IR
/L

C
O

 1
-0

)

lo
g 

(s
pe

ci
fic

 s
ta

r 
fo

rm
at

io
n 

ra
te

 (
G

yr
-1

))

Figure 2. Correlation between observed/inferred CO 1−0 luminosity and observed/inferred FIR luminosity for different galaxy samples in our data base.
Open grey circles denote isolated normal (and starburst) galaxies at � ∼ 0, from K98a, Gao & Solomon (2004), Kuno et al. (2007), Graciá-Carpio et al. (2008),
Graciá-Carpio (2009) and Leroy et al. (2008), Leroy et al. (2009); filled cyan squares denote interacting � ∼ 0 galaxies from the same references; filled blue
circles are ⟨� ⟩ � 2� 3 SFGs (BX) and filled black circles ⟨� ⟩ � 1� 2 SFGs (EGS), both from Tacconi et al. (2010, and in preparation), and filled green triangles
are ⟨� ⟩ � 1� 5 SFGs (BzK) from Daddi et al. (2010a). Crossed magenta squares are � ∼ 0 LIRG/ULIRG mergers from K98a, Graciá-Carpio et al. (2008) and
Graciá-Carpio (2009). Red squares are z � 1–3.5 SMGs from Greve et al. (2005), Engel et al. (in preparation) and Smail et al. (in preparation). In cases where
rotationally excited CO lines were observed correction factors discussed in Section 2.6 have been applied to the observed luminosities (see also Table 1). The
typical total (statistical plus systematic) 1σ uncertainty is shown as a large black cross in the lower right of the panels. Left-hand panel: luminosity–luminosity
correlation. Dotted grey and red lines give the results of the fits to the SFGs and luminous mergers, respectively, including in each case all redshifts. The fits
assign equal weight to all data points. Right-hand panel: LFIR � LCO as a function of LCO. Dotted grey and red lines give the results of average values to the
SFGs and luminous mergers, respectively, including in each case all redshifts. The fits assign equal weight to all data points, and uncertainties in brackets are
3σ formal fit errors. The specific star formation rate (SFR/Mmol−gas) computed from LFIR � LCO is given on the right vertical axis.

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 407, 2091–2108

No. 1, 2010 SF LAWS FOR DISKS AND STARBURSTS AT LOW AND HIGH REDSHIFTS L119

Figure 1. Comparison of molecular gas masses and total IR bolometric luminosities: BzK galaxies (red filled circles; D10), � ∼ 0� 5 disk galaxies (red filled triangles;
F. Salmi et al. 2010, in preparation), � � 1–2.3 normal galaxies (Tacconi et al. 2010; brown crosses), SMGs (blue empty squares; Greve et al. 2005; Frayer et al. 2008;
Daddi et al. 2009a, 2009b), QSOs (green triangles; see Riechers et al. 2006), local ULIRGs (black crosses; Solomon et al. 1997), and local spirals (black filled squares,
Leroy et al. 2009; black filled triangles, Wilson et al. 2009). The two nearby starbursts M82 and the nucleus of NGC 253 are also shown (data from Weiß et al. 2001;
Houghton et al. 1997; Kaneda et al. 2009). The solid line (Equation (1), slope of 1.31 in the left panel) is a fit to local spirals and BzK galaxies and the dotted line is
the same relation shifted in normalization by 1.1 dex. The dashed line in the left panel is a possible double power-law fit to spirals and BzK galaxies. For guidance,
two vertical lines indicate SFR � 2 and 200 � ⊙ yr−1 in the right panel.
(A color version of this figure is available in the online journal.)

These allow us to study more typical high-redshift galaxies
with SFRs much larger than those of local spirals but less
extreme than those of distant SMGs. The sample of six CO-
detected � � 1� 5 normal (BzK-selected) galaxies is presented
in D10. We also use CO detections of three near-IR selected
disk galaxies at � � 0� 5. A detailed discussion of the � � 0� 5
data set will be presented elsewhere (F. Salmi et al. 2010, in
preparation). For comparison, we also show measurements for
normal CO-detected galaxies at � � 1–2.3 from Tacconi et al.
(2010), although we do not use these in our analysis. These new
observations are placed in context with the literature data for
ULIRGs, SMGs, and local samples of disk galaxies.

In order to investigate the location of these populations of
normal high-z galaxies in the gas mass versus SFR plane, either
for the integrated properties or for the surface densities, a crucial
ingredient is, again, the αCO conversion factor. Comparing
the dynamical and stellar mass estimates, D10 derive a high
αCO � 3� 6 � 0� 8 � ⊙ (K km s−1 pc2)−1 for the BzK galaxies8,
quite similar to that for local spirals (αCO � 4� 6). This is not
unexpected, given the evidence that the � ∼ 1� 5 near-IR selected
galaxies appear to be high-redshift analogs of local disks with
enhanced gas content (see, e.g., discussions in Daddi et al. 2008,
2010; Dannerbauer et al. 2009; Tacconi et al. 2010, and later in
this Letter). In the following, we adopt this value of αCO � 3� 6
for the � � 0� 5–2.5 normal galaxies9 and the “consensus”
value for the other populations (αCO � 4� 6 for local spirals,
αCO � 0� 8 for local (U)LIRGs and distant SMGs� QSOs), and
explore the consequences for the relation between gas masses
and IR luminosities� SFRs.

8 This conversion factor refers to the total gas mass, including H i, H2, and
helium, in their proportion within the half-light radius.
9 Tacconi et al. (2010) assume a similar factor.

Figure 1 is equivalent to Figure 13 in D10, after replacing
� ′

CO with � H2. The right panel shows the ratio of LIR to � H2
plotted versus LIR. The implied gas consumption timescales
(τgas � � H2 � SFR; right panel of Figure 1) are 0.3–0.8 Gyr for
the BzK galaxies,10 about 2–3 times that for spirals, and over
1 order of magnitude smaller for local (U)LIRGs and distant
SMGs. In a simple picture, this finding can be interpreted in
terms of two major SF modes: a long-lasting mode appropriate
for disks, that holds for both local spirals and distant BzK
galaxies, and a rapid starburst mode appropriate for ULIRGs,
local starbursts like M82 or the nucleus of NGC 253, and distant
SMGs� QSOs. For the disk galaxies we formally fit

log � IR � � ⊙ � 1� 31 × log � H2 � � ⊙ − 2� 09� (1)

with an error on the slope of 0.09 and a scatter of 0.22 dex.
Combining ULIRGs and SMGs we find that they define a trend
with a similar slope, but with about 10 times higher LIR at fixed
� H2.

A similar picture applies to the surface densities (Figure 2).
We here use the original K98 measurements for local spirals
and (U)LIRGs, but apply our choice of αCO and a Chabrier
(2003) IMF. For consistency with the K98 relation, we measure
Σgas adding H i and H2 for spirals, and H2 for IR-luminous
galaxies, in Figures 2 and 3. The results would not change if we
had used H2 only for all galaxies. Values for SMGs are taken
from Bouché et al. (2007). For the BzK galaxies, we derive
gas and SFR surface densities using the UV rest-frame (SFR)
sizes. These are consistent with the CO sizes (D10) but are

10 We apply a conversion SFR[� ⊙ yr−1] � 10−10 × � IR � � ⊙, treating the
two quantities as equivalent. In the case that a significant active galactic
nucleus (AGN) contribution affects LIR (e.g., for the QSOs), SFRs would be
correspondingly lower.

Genzel+ 2010 Daddi+ 2010
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millimeter galaxies (SMGs). These 850 � m-selected galaxies typ-
ically live from z = 2 − 4, have star formation rates well
in excess of 500 M⊙ yr−1, and are among the most luminous
galaxies in the Universe (see the review by Blain et al. 2002).
Originally, it was assumed that the gas was likely thermalized
in these systems, given their extreme star formation rates (and
likely extreme ISM densities and temperatures) (e.g. Greve et al.
2005; Coppin et al. 2008; Tacconi et al. 2008). However, subse-
quent CO J = 1 − 0 observations of a small sample of SMGs
with higher J detections by Hainline et al. (2006) and Harris et al.
(2010) showed that a number of SMGs exhibit subthermal level
populations, even at the modest excitation level of J = 3. Since
then, it has become increasingly clear that SMGs are a diverse
population (e.g. Bothwell et al. 2013; Hayward et al. 2011, 2012,
2013a,b; Hodge et al. 2013; Karim et al. 2013), with a large range
in potential CO excitation ladders. To quantify this, in Figure 1,
we have compiled all of the CO SLEDs published to date for all
high-z SMGs with a CO J = 1− 0 detection. The diversity in the
observed SLEDs is striking, even for one of the most extreme star
forming galaxy populations known. It is clear that no ì templateî
SLED exists for a given population.

Nor can one do much better simply by comparing an ob-
served galaxy to another galaxy with a known SLED and a sim-
ilar luminosity or SFR. For example, turning again to Figure 1,
we highlight the SLED of a single quasar host galaxy denoted
by the red line (the Cloverleaf quasar), and compare it to SMG
SMM 163650 (purple). Both galaxies have estimated star for-
mation rates of roughly ∼ 1000 M⊙ yr−1 (Ivison et al. 2011;
Solomon et al. 2003; Weifl et al. 2003), but they have dramatically
different SLEDs. For the J = 6 − 5 line, there is roughly a factor
of � ve difference in the SLEDs, and the discrepancy likely grows at
even higher levels. It is clear from this example that extrapolating
from high J lines to J = 1 − 0 using templates based on galaxies
with similar global SFRs is a problematic approach.

The consequences of uncertainty in the excitation of CO are
widespread in the astrophysics of star formation and galaxy for-
mation. For example, observed estimates of the Kennicutt-Schmidt
star formation relation at high redshift, an often-used observational
test bed for theories of star formation in environments of extreme
pressure (e.g. Ostriker & Shetty 2011; Krumholz, Dekel & McKee
2012; Faucher-Gigu�ere, Quataert & Hopkins 2013), are depen-
dent on assumed CO line ratios. Similarly, baryonic gas frac-
tions of galaxies at high-z, an observable diagnostic of the equi-
librium established by gaseous in� ows from the intergalactic
medium, gas consumption by star formation, and gas removal
by winds, depend critically on observations of high-J CO lines,
and their conversion to the J = 1 − 0 line (e.g. Tacconi et al.
2010; Dav¥e, Finlator & Oppenheimer 2012; Krumholz & Dekel
2012; Bothwell et al. 2012; Narayanan, Bothwell & Dav¥e 2012;
Saintonge et al. 2013; Forbes et al. 2013; Hopkins et al. 2013a,b).
In the near future, CO deep � elds will measure the CO luminosity
function over a wide range of redshifts, and our ability to convert
the observed emission into an estimate of ΩH2

, the cosmic baryon
budget tied up in H2 molecules, will depend on our understanding
of the systematic evolution of CO SLEDs.

While some theoretical work has been devoted to
modeling CO SLEDs from galaxies (Narayanan et al.
2008a; Narayanan, Cox & Hernquist 2008; Narayanan et al.
2009; Armour & Ballantyne 2012; Lagos et al. 2012;
Muònoz & Furlanetto 2013a,b; Popping et al. 2013;
Popping, Somerville & Trager 2013), these models have by
and large focused on utilizing synthetic CO excitation patterns

Figure 1. CO Spectral Line Energy Distributions (SLEDs) for all known

high-z Submillimeter Galaxies with a CO J = 1−0 detection. A signi� cant

diversity in CO excitations exists, even for a given class of high-z galaxies,

and it is evident that no universal line ratios are applicable. For a given

line, roughly an order of magnitude uncertainty exists in the conversion

ratio from high-J lines to the ground state. The blue line denotes J2, the

scaling of intensities expected if the lines are all in the Rayleigh-Jeans limit

and in local thermodynamic equilibrium (LTE). The red and purple lines

denote the Cloverleaf quasar and SMG SMM 163650 - two galaxies that

have similar star formation rates, but starkly different SLEDs.

to validate their underlying galaxy formation model. We lack a
� rst-principles physical model for the origin of the shape of SLEDs
in galaxies, and the relationship of this shape to observables. The
goal of this paper is to provide one. The principle idea is that
CO excitation is dependent on the gas temperatures, densities
and optical depths in the molecular ISM. Utilizing a detailed
physical model for the thermal and physical structure of the
star-forming ISM in both isolated disk galaxies, and starbursting
galaxy mergers, we investigate what sets these quantities in
varying physical environments. We use this information to provide
a parameterization of CO SLEDs in terms of the star formation
rate surface density (ΣSFR), and show that this model compares
very favorably with observed SLEDs for galaxies across a range of
physical conditions and redshifts.

This paper is organized as follows. In x 2, we describe our nu-
merical modeling techniques, including details regarding our hy-
drodynamic models, radiative transfer techniques, and ISM speci-
� cation. In x 3, we present our main results, including the principle
drivers of SLED shapes, as well as a parameterized model for ob-
served SLEDs in terms of the galaxy ΣSFR. In x 4, we provide
discussion, and we conclude in x 5.

2 NUMERICAL MODELING

2.1 Overview of Models

The basic strategy that we employ is as follows, and is nearly
identical to that employed by Narayanan et al. (2011b, 2012).
We � rst simulate the evolution of idealized disk galaxies and
galaxy mergers over a range of masses, merger orbits, and halo
virial properties utilizing the smoothed particle hydrodynamics
(SPH) code, GADGET-3 (Springel & Hernquist 2003; Springel

c⃝ 2010 RAS, MNRAS 000, 1ñ ??
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Table 2: Factors to calculate L′
CO(1−0)

from higher{ J transitions up to J=5. For
the SMGs and QSOs average values are quoted based on all available literature
estimates. For the CSG the ratio is taken from Dannerbauer et al. (2009) and
Aravena et al. (2010); their LVG model 1. The values for the Milky Way and the
centre of M82 are from Wei� et al. (2005b) ` { ' indicates that no well{ constrained
value is available. We assume the same excitation as for the CSG for the LBGs,
SFRGs. We adopt QSO excitation for the RGs and SMG excitation for the 24� m
and ERO sources.
source SMG QSO CSG MW M82
L′
CO(2−1)

/L′
CO(1−0)

0.85 0.99 0.97 0.5 0.98

L′
CO(3−2)

/L′
CO(1−0)

0.66 0.97 0.56 0.27 0.93

L′
CO(4−3)

/L′
CO(1−0)

0.46 0.87 0.2 0.17 0.85

L′
CO(5−4)

/L′
CO(1−0)

0.39 0.69 { 0.08 0.75

Figure 1: Redshifted frequencies νobs of CO transitions (left) and other key
tracers of the starforming ISM (right) as a function of redshift z, following
νobs = νrest = (1 + z). The shaded areas indicate the frequency bands covered
by various telescopes. Highlighted are the ALMA frequency bands as well as the
` high{ frequency' bands of the JVLA. The colored points indicate detection of all
high redshift (z> 1) lines. The color of the points refer to the different source
types, as explained in the left panel.

All CO detections at z > 1(circa 
2013, Carilli & Walter 2013)

All z > 1 SMGs for which CO 
J=1-0 has been measured 
(circa 2014, Narayanan & 

Krumholz 2014)
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Figure 5. Same as Figure 2, but corrected for attenuation by dust internal
to the galaxies as described in Section 4.1. Data points which have nebular
attenuations computed from the Balmer decrement are distinguished by red
X’s, and those where the FUV attenuations are based on the TIR-to-FUV ratio
are shown as red crosses. Galaxies for which both Balmer decrement and TIR-
to-FUV based corrections are applied thus appear as red stars. Corrections for
the remaining points are estimated with scaling relationships. The shaded band
represents the range of Hα-to-FUV ratios predicted by commonly used stellar
population models as described in Section 4.2. The dashed lines in the top panel
are given by log (SFR(Hα)= SFR(FUV)) D −0.13 for log (SFR(Hα)) > − 1.5,
and log (SFR(Hα)= SFR(FUV)) D 0.32 log (SFR(Hα))+0.37 for log (SFR(Hα))
< − 1.5. In the bottom panel, the fit is given by log (SFR(Hα)= SFR(FUV)) D
−0: 05 MB − 0: 99.
(A color version of this figure is available in the online journal.)

Equations (6) and (7) produce a negative correction (i.e., for
TIR= FUV < 0.3). In all, A(FUV) is estimated from A(Hα)
for ∼60% of the galaxies in Table 1. Based on comparison
with TIR= FUV based attenuations (Figure 4), there is a 1σ
uncertainty of ∼17% when estimating A(FUV) from Balmer
decrement based A(Hα) values. When A(Hα) is itself estimated
(Equation (5)), the average uncertainties increase (26%), and
are larger for more luminous objects (MB < −18I ∼40%) than
for the dwarf galaxies that dominate our local volume sample
(MB > −18I ∼20%).

4.1.3. Comparison of Dust-corrected SFRs

After accounting for the effects of dust using the best available
attenuation value for each galaxy, the Hα-to-FUV flux and SFR
ratios are replotted in Figure 5. Data points where more robust
corrections are applied (i.e., based on Balmer decrements and=
or TIR-to-FUV ratios) are distinguished in red. There are no
significant differences between the trends described by galaxies
where scaling relationships are used to estimate attenuations
and those which have more robust corrections. Binned averages
with 1σ scatters are again given in Table 2. For all galaxies,
the correction increases the FUV flux relative to the Hα flux
(FUV is more attenuated as expected). However, since higher
luminosity galaxies tend to suffer from more attenuation than
those at lower luminosity (e.g., Figure 3), the Hα-to-FUV flux
ratio is depressed by a greater factor at the high-luminosity

end. At L(Hα) ∼ 1041 erg s−1 (SFR ∼ 1 M⊙ yr−1), the ratio
decreases by ∼ 0.2 dex, and as a result falls below the K98 value
(solid line). Galaxies with L(Hα) ! 1038 erg s−1 (SFR(Hα) !
10−3 M⊙ yr−1) are minimally affected. The main consequence is
that the slope above SFR(Hα) ∼ 3 × 10−2 M⊙ yr−1 is flattened
(i.e., the dust-corrected ratio in this regime is constant on
average). Adopting this lower value as the fiducial expected ratio
(instead of the K98 value) would have the effect of mitigating
the relative discrepancy at lower luminosities by 0.1 dex. Even
in this situation however, factor of 2 offsets in the Hα-to-FUV
ratio at SFR(Hα) ∼ 2×10−3M⊙ yr−1, which increase to factors
of "10 at SFR(Hα) D 10−4 M⊙ yr−1, would still remain.

4.2. Stellar Model Uncertainties

Differences in stellar evolution and atmosphere models used
to calibrate Hα and FUV luminosities as SFR indicators give
rise to differences in the respective SFR conversion factors
and hence to the expected Hα-to-FUV ratio. While this will
not produce systematic trends in the ratio as a function of the
luminosity for a given metallicity and IMF, it does define the
fiducial from which deviations are measured. In Figure 5, a
gray-shaded area is overplotted to indicate the range of ratios
based on widely used synthesis models for solar metallicity
and a Salpeter IMF with mass limits of 0.1 and 100 M⊙ yr−1.
These have been computed by Iglesias-Paramo et al. (2004)
and Meurer et al. (2009) for the synthesis codes of Leitherer
et al. (1999; Starbust99), Bruzual & Charlot (2003; BC03), and
Fioc & Rocca-Volmerange (1997; PEGASE). All of the models
primarily adopt stellar evolutionary tracks from the Padova
group (e.g., Girardi et al. 1996 and references therein), but differ
in their treatment of stellar atmospheres. There are uncertainties
of ∼20% in the Hα-to-FUV ratio due to the models alone. The
dust-corrected ratios computed in the last section for the more
luminous galaxies in our sample are within the range of expected
model values. It thus appears reasonable to use galaxies with
SFR(Hα) " 3 ×10−2 M⊙ yr−1 to empirically define the fiducial
Hα-to-FUV ratio at solar metallicity. Hereafter, we measure
deviations from there instead of the K98 value.

4.3. Metallicity

Standard SFR conversion recipes (and hence the expected
Hα-to-FUV ratio) generally assume solar metallicity popula-
tions. However, our sample spans a range of metallicities and
is increasingly dominated by metal-poor dwarfs at low lumi-
nosities and SFRs. Given this trend in sample properties, it is
possible that the variation in the Hα-to-FUV ratio could poten-
tially be driven by systematic variations in metallicity.

Metallicity influences the spectral energy distribution (SED)
through its effect on the stellar opacity. Lower metallicity stars
of a given mass will have lower opacities, lower pressures, and
thus will be relatively smaller and have hotter atmospheres. They
produce a larger number of UV photons (both ionizing and
non-ionizing), so SFR conversions based on solar metallicity
populations will tend to overestimate the true SFR when
applied to metal-poor systems (e.g., Lee et al. 2002, 2009;
Brinchmann et al. 2004). In the same vein however, metal-poor
populations will produce more ionizing flux relative to non-
ionizing UV continuum, leading to larger Hα-to-FUV ratios at
low metallicity. This produces an effect which is the opposite of
that observed, as also previously noted by Sullivan et al. (2000),
Bell & Kennicutt (2001) and Meurer et al. (2009), and therefore
cannot be the cause of the discrepancy.
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Figure 3. Ratio of Hα line flux to FUV flux-density as a function of (a) the face-on Hα effective surface brightness, and (b) the face-on R-band effective surface
brightness ΣR . All quantities have been corrected for Galactic and internal dust absorption as described in the text. The solid line shows the iteratively clipped
least-squares fit to the data, while the dashed lines show the final clipping limits. The dot-dashed line shows the FHα = fFUV expected for our fiducial stellar population
(Equation (3)). The vectors in the lower right portion of the panels show the effect of internal dust absorption according to the Calzetti et al. (2000) starburst
attenuation law (red vector), the Cardelli et al. (1989) Milky Way dust extinction law (orange vector), as well as our method (black vector). The length of the vectors
in log(FHα = fFUV) in all cases is set to the average correction we deduce. Galaxies corresponding to measurements A and B are shown in Figure 4.
(A color version of this figure is available in the online journal.)

Table 1
Contribution to Luminosity by Stellar Mass

Contribution Hα FUV

Level γ D −3: 3 γ D −2: 35 γ D −1: 3 γ D −3: 3 γ D −2: 35 γ D −1: 3
(1) (2) (3) (4) (5) (6) (7)

5% 17 23 28 2.5 3.3 7.7
50% 40 54 71 5.7 16 47
95% 91 95 97 35 78 94

Notes. The values in this table correspond to the intersection of the horizontal
lines with the curves shown in Figure 2. They show the contribution of different
stellar masses to the luminosity of a solar metallicity stellar population that has
been forming stars for 1 Gyr. The stellar population has a single power-law
IMF with mass range of 0.1–100 M⊙. The table gives the upper end of the
mass range, in M⊙, that contributes the first N% (specified in Column 1) to the
luminosity in Hα (Columns 2–4) and FUV (Columns 5–7) for three different
IMF slopes γ . Thus, for a Salpeter IMF (γ D −2: 35), 5%, 50%, and 95% of
the Hα luminosity comes from stars having masses up to 23 M⊙, 54 M⊙, and
95 M⊙, respectively, while 5%, 50%, and 95% of the FUV luminosity comes
from stars having masses up to 3.3 M⊙, 16 M⊙, and 78 M⊙, respectively.

luminosity is more sensitive to Mu than γ . The opposite is
true for the FUV luminosity—the curves are relatively shallow
for M⋆ near Mu and the shapes are very different as a function
of γ this indicates that the mass range contributing to the FUV
luminosity is more sensitive to γ than Mu.

3.2. Fiducial Stellar Population Model

From the models described above, we adopt the model with
γ D −2: 35 and Mu D 100 M⊙ as our fiducial stellar
population model. These parameters, or similar values are often
used to characterize normal star-forming stellar populations.
For example, Kennicutt (1998) adopted these parameters for his
SFR calibrations, although they are based on different stellar
population models (Madau et al. 1998). From our fiducial model
we derive the following SFR calibrations, and compare them to
the Kennicutt (1998) calibrations (in parenthesis):

SFR(Hα)
1 M⊙ yr−1

D LHα

1: 04 (1: 27) × 1034 W
; (1)

SFR(FUV)
1 M⊙ yr−1

D lFUV

9: 12 (9: 09) × 1032 W Å−1
: (2)

Here the UV calibration of Kennicutt (1998) at λ D 2150 Å was
transformed to the pivot wavelength λP D 1535 Å of the GALEX
FUV filter assuming an intrinsic power-law FUV spectrum
fλ ∝ λβ with UV spectral slope β D −2. To compare results to
those that adopt the Kroupa (2001) IMF (e.g., Brinchmann et al.
2004; Kauffmann et al. 2003), the SFR estimates here should
be divided by 1.5 (Brinchmann et al. 2004).

The ratio of Equations (2) and (1) gives FHα = fFUV for the
fiducial model:

FHα

fFUV
D 11: 3: (3)

We show this ratio in various plots as an indication of the a priori
expected FHα = fFUV.

In order to test the sensitivity of our results to the choice of
stellar population models, we also calculated models using the
codes PEGASE (v2; Fioc & Rocca-Volmerange 1997, 1999)
and GALAXEV (Bruzual & Charlot 2003). In both cases, we
adopted an IMF, metallicity, and SFH identical to the fiducial
stellar population. Both the PEGASE and GALAXEV models
use the same Padova group sources for their evolutionary tracks
as does our Starburst99 model. The differences are in the Stellar
atmospheres. The PEGASE model uses a library of observed
stars (Fioc & Rocca-Volmerange 1997), while GALAXEV uses
various BaSeL theoretical atmospheres as described by Bruzual
& Charlot (2003). We used our own software to calculate
fFUV as described above, while the models provide either LHα

(PEGASE) or ionizing photon flux from which we calculate LHα

(GALAXEV). We calculate an equilibrium FHα = fFUV D 10: 8,
11.8 for the PEGASE and GALAXEV models, respectively.
Hence, differences in stellar population models can affect the
FHα = fFUV calculations at the ∼10% level. Metallicity also
effects the model results; metallicity sensitivity is considered
in Section 5.5.

The SFR conversion factors and equilibrium FHα = fFUV values
all assume that the IMF is universal. However, as shown here, it
is likely that the IMF is variable and often is not consistent with
our fiducial model. Pflamm-Altenburg et al. (2007) examine
the implications to Hα-based SFR estimates from an IGIMF
that depends on the SFR, as one would expect for star formation
dominated by clusters of finite mass. Then the conversion factors
can vary from the above by orders of magnitude. This scenario
is discussed further in Sections 5.4 and 6.3.

Meurer+ 2009
Lee+ 2009
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Steps Toward a Theoretical 
Model of CO Emission

1. Need distribution of gas and star formation: GADGET 
simulations of isolated, merging galaxies (Narayanan+ 2011) 

2. Self-consistently compute dust temperature: post-
process with SUNRISE (Jonsson 2006, Jonsson+ 2010) 

3. Compute gas chemical state (HCompute gas chemical state (H22, CO abundance) w/
equilibrium chemical models (Krumholz+ 2008, 2009; Wolfire+ 2010) 

4. Solve for gas temperature, CO excitation ladder, CO 
emissivity with DESPOTIC (Krumholz 2014)



Example: Disk and Merger
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Figure 4. Maps of XCO for the fiducial disc galaxy and merger. The colour scale denotes log10 (cm−2/K km s−1). XCO is lower toward the centre of the disc
galaxy due to higher temperatures and velocity dispersions in the clouds. The warm and high-σ gas is somewhat more spread out in the merger. We enforce a
maximum XCO in the colour bar of the disc galaxy of 21.3 to aid in clarity, though there are a few pixels with values as high as 21.8.

Figure 5. XCO as a function of spatial distribution for the molecular gas in
model disc (top) and merger (bottom). The XCO is derived from the maps
(Fig. 4), and is the emission-weighted mean XCO in bins of galactocentric
distance. The bars around the points represent the range of XCO values
within a given distance bin. The molecular gas at the centre of the disc has
systematically lower XCO values than the outer disc. In the merger, XCO
shows a wide range of values throughout the galaxy.

as a function of radius from the centre of the galaxy. The XCO

values from Fig. 5 come from the map in Fig. 4. The XCO values
are binned in bins of distance, and represent the emission-weighted
mean within a given distance bin. The bars denote the range of XCO

values seen in a given distance bin.
XCO in the centre of the model disc galaxy is systematically lower

than in the rest of the galaxy. In particular, a number of GMCs along
the line of sight have velocity dispersions larger than the typical
virialized values, with values elevated by a factor of ∼2. Similarly,

due to the elevated densities in the nucleus combined with a warmer
dust temperature, the gas temperatures of some GMCs can reach
values up to 15 K. This causes XCO in the central kiloparsec to
generally display the lowest values in the galaxy. Depressed values
of XCO from the Galactic mean have been observed in at least a few
GMCs toward the Galactic Centre (Oka et al. 1998). It is important
to note that the regions where XCO > 1021 cm−2/K km s−1 represents
much of the area, but a negligible fraction of the gas mass in the
galaxy. This is evident from Fig. 2.

In the fiducial model merger, unlike the situation with the model
disc galaxy, we see no clear trend in XCO with galactocentric radius.
Because of the violent nature of the gas dynamics during the merger,
gas of a variety of physical conditions is mixed together. Conse-
quently, we see a large range of X-factors in the GMCs throughout
the galaxy.

Because the emission from the merger is irregular, it is pos-
sible that by choosing a different centre, the results from Fig. 5
would change. To test this, we recentred the image on the peak of
the velocity-integrated intensity. Doing this provides no substantial
change in the results of Fig. 5.

5 DISCUSSION

5.1 Observational consequences of the model

We have presented a model in which XCO in GMCs is dependent on
the physical conditions within the clouds. When the surface densi-
ties, kinetic temperatures and velocity dispersions within the GMCs
resemble those of observed clouds in the Galaxy, the resulting XCO

factor is comparable to the observed Galactic mean value. In star-
bursts, while the surface densities of clouds are higher, this is offset
by both larger velocity dispersions in the GMCs as well as larger
gas temperatures. The increased linewidths represent the turbulent
velocity dispersion in the merger, as well as the stellar potential.
The increased gas temperatures owe to efficient coupling with the
dust at the high densities encountered in a merger. A fundamental
point of this study is that the physical conditions which cause XCO to
vary in starbursts are coupled. The same processes which drive the
increased gas surface density also cause an increase in SFR which
drives up the dust and consequently the gas temperatures. Similarly,
in a merger-driven burst, the gas velocity dispersion rises during the
merger.
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Figure 1. Velocity-integrated brightness temperature WCO maps for model disc galaxy (left), and fiducial merger snapshot (right). The colour scales correspond
to the colour bars on the right of each panel, and the units are log10 (K km s−1). The centre panel shows the model disc again, but with the same colour scale as
the merger for comparison. Low gas kinetic temperature (∼10 K) and velocity dispersions cause the bulk of the disc galaxy to have intensities of ∼10 K km s−1.
In contrast, the velocity dispersion within GMCs in the ULIRG can be many tens of km s−1, with gas kinetic temperatures near 50 K. Summed over a sightline,
the observed gas intensity can be >103 K km s−1.

et al. 2008b,c). The kinematic (Cox et al. 2006c), X-ray (Cox et al.
2006a), nuclear emission (Hopkins et al. 2008a, 2009) and molec-
ular disc properties (Xu, Narayanan & Walker 2010) of this merger
remnant have all been studied and found to be comparable to those
observed. Similarly, the remnant lies on the Fundamental Plane (Di
Matteo, Springel & Hernquist 2005; Robertson et al. 2006; Hopkins,
Cox & Hernquist 2008d).

4 RESULTS

4.1 GMCs in ‘normal’ discs

In the far left-hand panel of Fig. 1, we show the velocity-integrated
brightness temperature map of the model disc galaxy. As expected,
the central regions are the brightest, and the outer disc has little CO
emission. In the top left-hand panel of Fig. 2, we plot the emission-
weighted distribution of XCO values for the GMCs in our model
disc galaxy and the fiducial model merger. We additionally plot the
distribution of GMC physical properties in both the disc and merger.
We will return to this plot frequently throughout this section and
the next.

The luminosity-weighted XCO in our model disc is ∼4 ×
1020 cm−2/K km s−1 with a relatively narrow dispersion. The disper-
sion is narrow because the surface densities, kinetic temperatures
and velocity dispersions of the model disc GMCs show fairly little
variation. To remind the reader, the column densities in the GMCs
in our disc galaxy are set to be the surface density of cold gas in
the cell. When the GMC is unresolved in the simulation, we set the
subgrid value of the surface density to !cloud D 100 M⊙ pc−2. This
value was chosen to match the roughly constant surface density of
Galactic molecular clouds. Nearly all of the GMCs in the model
disc take on this value for a surface density.

The kinetic temperatures of GMCs in the disc have a relatively
tight distribution near 10 K, as shown in Fig. 2. Because the GMCs
have a relatively low density compared with starbursts (the mass-
weighted value is ∼500 cm−3), there is little coupling with the
dust grains (which are a factor of a few hotter; Fig. 2). Thus the
temperature is primarily determined by molecular line cooling, and
heating by cosmic rays and the grain photoelectric effect. The kinetic
temperature helps to set the brightness temperature, though the two
are not identical. The emission-weighted brightness temperature for
the merger(disc) is ∼50(7) K.

Finally, the distribution of velocity dispersions in the GMCs is
fairly narrow. Recalling Section 2, the velocity dispersion of the

clouds is taken by calculating the dispersion amongst the cell’s
nearest neighbours, with a subgrid model for unresolved clouds
(equation 7). Because the disc is dynamically cold, the velocity
dispersions are primarily set by the latter case. This results in an
emission-weighted velocity dispersion within GMCs in the model
disc of ∼3 km s−1, with a maximum of ∼15 km s−1. These values
compare favourably with the velocity dispersions reported in the
comprehensive survey of Solomon et al. (1987), and the more recent
review by Blitz et al. (2007).

We can ask why the simulated XCO from the model galaxy is com-
parable to the Galactic average, XCO ≈ 2–4 × 1020 cm−2/K km s−1.
In principle this occurs because the physical conditions in the model
GMCs by and large match those of observed GMCs in the Milky
Way. In this sense, the fact that our model value for XCO in quiescent
discs matches that of the Galaxy is by construction. However, there
are two salient points here.

First, it is important to remember that we allow for the possibility
that the galactic environment can set the physical conditions in the
GMCs if the pressure is sufficiently high. The fact that the default
value for the surface density and velocity dispersions in the clouds
is typically used is a statement that the galactic environment in the
model disc galaxy is not sufficiently extreme to cause significant
changes in the surface densities, temperatures or velocity disper-
sions in the GMCs from the Galactic values. As we will see in the
subsequent section, this is not the case in mergers.

Secondly, the subresolution values for the GMCs are not with-
out physics. GMCs through the Local Group are observed to obey
the Larson (1981) relations: they follow a linewidth–size relation-
ship with σ ∝ R0: 5, they have virial parameters α ∼ 1 and they all
have roughly the same surface density ! ∼ 100 M⊙ pc−2 (Blitz
et al. 2007; Bolatto et al. 2008). The origin of these observed rela-
tionships is debated, but their universality argues for some sort of
internal regulation mechanism operating in GMCs (e.g. Krumholz,
Matzner & McKee 2006; Shetty & Ostriker 2008). Regardless of
the underlying mechanism, though, our subgrid model is not sim-
ply tuned to reproduce the ‘right’ XCO. Instead, it models the real
physical properties of GMCs.7

7 We note, however, that clouds need not be virialized to have XCO com-
parable to observed galactic values. Provided that !cloud, T and σ remain
within a modest range of values, XCO ∼ 2–4×1020 cm−2/K km s−1 (Shetty
et al. 2011b).
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The effect of galactic environment on XCO 3133

X-factors comparable to the Milky Way mean. Returning to Fig. 4,
we examine the red dotted line that represents z ∼ 2 disc models.
Because the idea of a ‘starburst’ snapshot is less meaningful for the
evolution of a disc galaxy, we plot the X-factor for every snapshot
for our model discs with metallicities around solar. We see a large
spread in mean X-factors.

3.4.2 Do mergers and discs have inherently different X-factors?

In light of the fact that high-z discs have, at times, SFRs com-
parable to local galaxy mergers, a pertinent question is whether
there is an intrinsic difference in the X-factor between high-z discs
and galaxy mergers. Another way of saying this is, for a given set
of physical conditions, are the X-factors from mergers lower than
the X-factors from high-z gas-rich, gravitationally unstable discs?
A cursory examination of Fig. 4 indicates that mergers (the black
solid line) have systematically lower X-factors than discs (the blue
and red dashed and dotted lines). Indeed, in the local Universe, it is
observed that mergers have, on average, lower X-factors than discs
(e.g. Tacconi et al. 2008). However, this is likely due to a selection
bias. We remind the reader that the black solid line in Fig. 4 rep-
resents starbursting mergers. These mergers are caught when their
gas is extremely warm and with large velocity dispersion. When
comparing mergers and discs with comparable physical conditions,
the observed XCO values are in fact quite similar. It is the physical
conditions in a galaxy that determine the X-factor, not the global
morphology.

To demonstrate this, we perform three tests. First, we compute
the distribution of XCO values for all 1:1 and 1:3 merger snapshots
(at ∼solar metallicity), and indicate this with the black dot–dashed
line in Fig. 4. As we see, the distribution of XCO values is broad, but
with substantially less power in the low X-factor regime than the
distribution that denotes only starbursting mergers (black solid line).
This highlights that mergers which are selected during a particularly
active phase are more likely to have low X-factors, due to their warm
and high-σ gas. When controlling for this effect by picking galaxies
with similar CO intensity (WCO) and metallicity, mergers and discs
have the same XCO on average.

To show this, in Fig. 5, we perform our second test in which
we examine the X-factors from all the 1:1 and 1:3 mergers (at
low z) and compare them to the XCO from high-z discs with the
same6 metallicity and CO intensity (WCO). We could equivalently
perform this analysis in terms of "H2, though as we will show in
Section 4, parametrizing in terms of WCO is desirable with regard
to observations. There is a strong peak at XCO ratios near unity,
with some spread. The median value in the distribution is ∼0.8,
and the mean is ∼1.1. The implication from Fig. 5 is that galaxies
with similar physical conditions (here Z′ and WCO) have similar
X-factors, regardless of whether they are discs or mergers. The fact
that mergers, on average, have lower X-factors than discs in the
local Universe likely derives from the fact that they are selected
as starbursts, which have preferentially higher temperatures and
velocity dispersions in the gas.

Thirdly, in Fig. 6, we examine the relationship between XCO and
WCO for the same galaxies plotted7 in Figs 4 and 5. These are all
galaxies with metallicities around solar. The principal result from

6 ‘The same’ here means that the values of Z′ and WCO are within 10 per
cent of one another.
7 To reduce clutter in the plot, we randomly draw 10 per cent of the galaxies
within each merger ratio bin to plot.

Figure 5. Comparison of the X-factor between low-z mergers (1:1 and 1:3)
and high-z star-forming discs. The histogram denotes the ratio of X-factor
from mergers versus high-z discs between snapshots with a similar metal-
licity and CO intensity. The sharp peak near unity implies that galaxies with
similar physical conditions have similar X-factors, independent of large-
scale morphology.

Figure 6. Comparison of XCO versus CO intensity (WCO) for low-z galaxy
mergers and high-z discs in an effort to investigate if mergers and discs
inherently have different XCO properties. Included in this plot are all 1:1
and 1:3 mergers simulated at z= 0. Only snapshots with metallicities Z′ >

0.7 are shown. To reduce clutter in the plot, we plot only a randomly
drawn subsample (10 per cent) of the snapshots from each mass ratio.
The line shows the best fit from equation (8). Evidently, galaxies that have
similar physical conditions have similar X-factors, independent of galaxy
morphology or evolutionary history. See text for details.

Fig. 6 is that galaxies within a relatively limited metallicity and WCO

(or surface-density) range have similar X-factors, regardless of the
type of merger it is. Mergers and discs have similar XCO values
when they have similar physical conditions, and are not inherently
different based on their global morphology. In addition, Fig. 6, like
Figs 2 and 3, shows a systematic decrease of XCO with increasing
WCO (and "mol).
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Figure 3. Distribution of GMCs in density-temperature phase space for

two example simulated galaxies, one with low ΣSFR (left panel) and one

with high ΣSFR (right panel). The main result from this � gure is that gas in

starburst environments is signi� cantly warmer and denser than in quiescent

environments. The left panel shows a galaxy with ΣSFR ≈ 2× 10−2M⊙
yr−1 kpc−2 (i.e. comparable to nearby quiescent disk galaxies), while the

right shows a starburst with ΣSFR ≈ 650 M⊙ yr−1 kpc−2 (i.e. com-

parable to the nuclear regions of local ULIRGs and high-z submillimeter

galaxies). The innermost contour shows the region in the n − T plane

where the H2 mass density exceeds 5: 5 × 107(1 × 109) M⊙ dex−2 in

the left (right) panel, and subsequent contours are spaced evenly in incre-

ments of 5: 5×106(1×108) M⊙ dex−2. The horizontal dashed lines show

Eupper = k for transitions CO J = 1 − 0 through 9 − 8 (alternating), and

the vertical solid lines show the critical density, ncrit for the same tran-

sitions at an assumed temperature of T = 100K, and are taken from the

Carilli & Walter (2013) review. We note that critical densities depend on

temperature (via collisional rates), though only weakly.

tio of 0.4 (Dwek 1998; Vladilo 1998; Calura, Pipino & Matteucci
2008), and has Weingartner & Draine (2001) RV = 3 : 15 opacities.
Utilizing the Juvela (2005) iterative methodology, SUNRISE returns
the converged radiation � eld. We then calculate the dust tempera-
ture in each cell by iterating equations 6-8 of Jonsson & Primack
(2010) utilizing a Newton-Raphson scheme as in Narayanan et al.
(2011b). This dust temperature is used as the input Trad in the
DESPOTIC calculations.

Finally, the dust and gas exchange energy at a rate

Ψgd = αgdnHT
1= 2
g (Td − Tg) (11)

where the thermal gas-dust coupling coef� cient is αgd = 3 : 2 ×
10−34Z′ erg cm3 K−3= 2 for H2, and αgd = 1× 10−33Z′ erg cm3

K−3= 2 for H I (Krumholz 2013).
The CO line cooling rates, and CO line luminosities are calcu-

lated from every GMC in our model galaxies using the escape prob-
ability algorithms built into DESPOTIC. The CO intensities from a
GMC are set by the level populations. The source function at a fre-
quency ν, Sν for an upper transition to lower u − l is governed
by

Sν =
nuAul

(nlBlu − nuBul)
(12)

where Aul ; Blu and Bul are the Einstein coef� cients for sponta-
neous emission, absorption, and stimulated emission, respectively,
and n are the absolute level populations.

The molecular levels are determined by balancing the excita-

tion and deexcitation processes of the CO rotational lines. The rele-
vant processes are collisions with H2 and He, stimulated emission,
absorption, and spontaneous emission. Formally, these are calcu-
lated via the rate equations

∑

l

(Clu + βluAlu)fl =

[

∑

u

(Cul + βulAul)

]

fu (13)

∑

i

fi = 1 (14)

where C are the collisional rates, f the fractional level populations,
and βul is the escape probability for transition u− l. The rate equa-
tions can be rearranged as an eigenvalue problem, and solved ac-
cordingly. The Einstein coef� cients and collisional rates are taken
from the publicly available Leiden Atomic and Molecular Database

(Sch ®oier et al. 2005). In particular, the CO data are originally from
Yang et al. (2010).

For a homogeneous, static, spherical cloud, Draine (2011)
shows that the escape probability, averaged over the line pro� le
and cloud volume can be approximated by

βul ≈
1

1 + 3
8τul

; (15)

where the optical depth is given by

τul =
gu
gl

3Aulλ
3
ul

16(2π)3= 2σ
QNH2fl

(

1−
fugl
flgu

)

: (16)

Here Q is the abundance of CO with respect to H2, gl and gu are
the statistical weights of the levels, NH2

is the column density of
H2 through the cloud, λul is the wavelength of the transition, and
σ is the velocity dispersion in the cloud.

DESPOTIC simultaneously solves Equations 13-16 with Equa-
tions 4 and 5 using an iteration process. We refer readers to
Krumholz (2013) for details. We perform this procedure for every
GMC in every model snapshot of every galaxy evolution simulation
in Table 1. The result is a self-consistent set of gas and dust tem-
peratures, and CO line luminosities, for every simulation snapshot.
These form the basis for our analysis in the following section.

3 RESULTS

The CO SLED from galaxies represents the excitation of CO, typi-
cally normalized to the ground state. As the CO rotational levels are
increasingly populated, the intensity (c.f. Equation 12) increases,
and the SLED rises. When the levels approach local thermody-
namic equilibrium (LTE), the excitation at those levels saturates.
This is visible in the observational data shown in Figure 1, where
we showed the SLEDs for all SMGs with CO J = 1 − 0 detec-
tions. The Eyelash galaxy has modest excitation, with the SLED
turning over at relatively low J-levels. By comparison, HFLS3, an
extreme starburst at z ∼ 6 (Riechers et al. 2013), has levels satu-
rated at J ∼ 7, with only a weak turnover at higher lying lines.

Our simulated galaxies reproduce, at least qualitatively, this
range of behaviors. We illustrate this in Figure 2, which shows
our theoretically-computed SLEDs for a sample of snapshots from
model galaxy merger z0d4e. Each snapshot plotted has a differ-
ent CO mass-weighted mean gas density and temperature. With in-
creasingly extreme physical conditions, the populations in higher J
levels rise, and the SLED rises accordingly. Eventually the intensity
from a given level saturates as it approaches thermalization.

In this Section we more thoroughly explore the behavior of the
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Extension to High-J Lines
Need to worry about: 

1. Gas temperatures: 
must be warm enough 
to excite the line 

2. Gas density: must be 
dense enough to 
thermalize high J 
states 

3. Column density: must 
be opaque enough for 
line to saturate

&-T PDFs with CO level temperatures, 
critical densities overlaid in a quiescent 
disk (left) and a merger (right) (Narayanan & 

Krumholz 2014)



Comparison to 
Observed CO SLEDs12 Narayanan & Krumholz

Figure 8. Compilation of � fteen observed CO Spectral Line Energy Distributions (solid colored points) for galaxies at low and high-z. The panels are sorted

in order of decreasing ΣSFR, and span a dynamic range of roughly 200. Each panel is labeled by the value of ΣSFR, in units of M⊙ kpc−2 yr−1, and the

redshift of the galaxy. The dashed line in each panel shows the model prediction derived in this paper (Equation 19 and Table 3 for all galaxies but NGC

253, Equation 19 and Table 2 for NGC 253, which is spatially resolved). The solid blue lines show I ∝ J2, the scaling expected for thermalized populations

in the Rayleigh-Jeans limit. The data shown are from the following sources: Riechers et al. (2013, 2011); Barvainis et al. (1994); Wilner, Zhao & Ho (1995);

Barvainis et al. (1997); Weifl et al. (2003); Alloin et al. (1997); Yun et al. (1997); Bradford et al. (2009); Fu et al. (2013); Danielson et al. (2011); Casey et al.

(2009); Carilli et al. (2010); Daddi et al. (2009); Dannerbauer et al. (2009); Hodge et al. (2012); Kamenetzky et al. (2012); Ivison et al. (2013); Bradford et al.

(2003); Hailey-Dunsheath et al. (2008b); Ivison et al. (2011); Daddi et al. (2010); Meijerink et al. (2013); Papadopoulos et al. (2012); van der Werf et al.

(2010). The bulk of the ΣSFR values were either reported in the original CO paper, or in Kennicutt (1998b). The exceptions are as follows. The value of

ΣSFR for the Eyelash galaxy and GN 20 were provided via private communication from Mark Swinbank and Jackie Hodge, respectively. For SMM 123549,

163650 and 163658, ΣSFR values were calculated by converting from LFIR to SFR utilizing the calibration in Murphy et al. (2011) and Kennicutt & Evans

(2012), and the galaxy sizes reported in Ivison et al. (2011). The size scale for the Cloverleaf quasar was taken from the CO J = 1 − 0 measurements by

Venturini & Solomon (2003) for the ΣSFR calculation, and SFR reported in Solomon et al. (2003). The ΣSFR value for Mrk231 was calculated by via the

SFR reported for the central disk by Carilli, Wrobel & Ulvestad (1998), and the size of the disk derived by Bryant & Scoville (1996).

short, a number of analytic and semi-analytic models have explored
the simulated SLEDs from model galaxies, but no comprehensive
model for the origin of SLEDs has been reported thus far. Most
works focus on validation of a given galaxy formation model.

To date, no work investigating SLEDs has utilized bona � de
hydrodynamic simulations of galaxy evolution that directly simu-
late the physical properties of the interstellar medium to calculate
the CO excitation from galaxies. They have instead relied on either

analytic or semi-analytic models to describe the physical proper-
ties of galaxies and giant molecular clouds within these galaxies,
and coupled these analytic models with numerical radiative trans-
fer calculations to derive the synthetic CO emission properties.

On the purely analytic side, Armour & Ballantyne (2012) and
Muònoz & Furlanetto (2013b) developed models for quiescent disk
galaxy evolution (constructing such a model for merger-driven star-
bursts would be quite dif� cult) in order to predict CO emission

c⃝ 2010 RAS, MNRAS 000, 1ñ ??
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High ncrit, Low T lines
• SFR is a fixed mass fraction 

per free-fall time, so for 
density n, SFR # L LIR # n n3/2 

• Line luminosity depends on 
mass above nmass above ncrit 

• Low nLow ncrit (e.g. CO 1-0) lines 
give Lgive Lline # n n1  

• High nHigh ncrit (e.g. HCN 1-0) lines 
give Lgive Lline # n npp, p > 1 

• ! L LIR # L Llinelineqq, q ~ 3/2 for low 
nncritcrit, q < 3/2 for high n, q < 3/2 for high ncrit
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Observations of 
High ncrit Lines
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Line Emission: Next Steps

• Embed the Narayanan et al. numerical results within an 
analytic model for the full &-T PDF 

• Use that plus a grid of DESPOTIC models to predict 
full line spectrum of galaxies as a function of gas 
surface density, SFR, chemical abundance 

• Compare to growing library of Herschel and ALMA 
observations



Ionization-Based 
SFR Tracers

• Many SFR tracers sensitive to 
ionizing radiation from 
massive, short-lived stars 

• Problem: massive stars have 
short lifetimes, and from in 
temporally-correlated clusters 

• Result: lots of variation in 
total ionizing luminosity even 
at fixed mean SFR 

• Amount of fluctuation 
depends on choice of tracer

The Astrophysical Journal, 745:145 (15pp), 2012 February 1 da Silva, Fumagalli, & Krumholz
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Figure 3. Examples of star formation histories averaged over 1 Myr bins for
simulations with varying input constant SFRs of 0.0001–100 M⊙ yr−1. The
dotted lines show the input SFR. The average SFR of the simulation in each
case is within 2, 0.2, and <0.02 percent of the input for 10−4 ; 10−3, and
>10−2 M⊙ yr−1, respectively. SFRs of zero are masked.
(A color version of this figure is available in the online journal.)

(Weisz et al. 2011). To clarify with an example, consider that
a 107 M⊙ cluster (when averaged over 1 Myr similarly to the
curves shown in Figure 3) will appear as a deviant peak for all
but the highest SFRs, where the contribution of that individual
cluster is drowned out by enough other clusters. Of course,
averaging over a larger time interval (δt) reduces the influence
of any single cluster, and in the limit of averaging over arbitrarily
large intervals the difference between the average and input SFR
(∆avg–input) must approach zero. The rate at which ∆avg–input
decreases as a function of δt is a function of the ICMF.

We note that in this release of the code all stars in a cluster are
treated as having identically the same age, which may not be the
case (e.g., see Bernasconi & Maeder 1996). While observations
suggest a scatter of a several Myr (Palla & Stahler 1999; Jeffries
2007; Hosokawa et al. 2011), the mass dependence of this scatter
is unclear. Given these uncertainties, and that the intracluster age
scatter is at most a few Myr (typically small compared to the
cluster age distribution), we chose to neglect this effect for now.

3.2.1. Example of Cluster Creation Algorithm

To illustrate our procedure for forming stars in clusters, we
now give an example. Suppose a user requests an SFH consisting
of a constant SFR of 2 M⊙ yr−1 for 106 yr, with an ICMF
restricted to the mass range 105–107 M⊙. In response, the

Table 3
Stellar Properties

Parameter Allowed Values

Tracks Geneva STDa, Geneva Highb, Padova STDc, Padova AGBd

Metallicitye Geneva: 0.001, 0.004, 0.008, 0.020, 0.040
Padova: 0.0004, 0.004, 0.008, 0.020, 0.50

SEDs Planckf , Lejeuneg, Lejeune+Schh, Lejeune+Smii, Pau+Smij

Wind Modelsk Maederl, Empiricalm, Theoreticalm, Elsonn

Notes.
a Charbonnel et al. (1996, 1999).
b Same as “a,” but for high-mass stars use higher mass loss rate models from
Meynet et al. (1994).
c Fagotto et al. (1994a, 1994b) and references therein.
d Same as “c” except use Padova+AGB implementation from Vázquez &
Leitherer (2005).
e Solar is 0.20.
f Simple blackbody SED.
g Lejeune et al. (1997, 1998).
h Same as “g,” but for O stars use Schmutz (1998).
i Same as “g,” but for O stars use the Smith et al. (2002) implementation of the
Hillier & Miller (1998).
j Same as “i,” but also include the Smith et al. (2002) implementation of
Pauldrach et al. (2001) atmospheres.
k Only relevant when using Schmutz (1998) atmospheres with Lejeune+Sch
models.
l de Jager et al. (1988); Maeder & Meynet (1987); Maeder (1990).
m Leitherer et al. (1992).
n Elson et al. (1989).

code starts by determining an age for the first cluster. This
age is drawn from a distribution that is exactly equal to the
normalized SFH. In this example, the SFR is constant so the
SFH is flat and hence the distribution from which the age
is drawn is simply a uniform probability from 0 to 106 yr.
Suppose the code draws an age of 5 × 105 yr for the first
cluster. Once the age has been determined, the code then draws
a cluster mass from the ICMF. Suppose this mass turns out to be
1: 6 × 106 M⊙. The code then populates that cluster with stars
until the total mass of stars is greater than 1: 6 × 106 M⊙. Since
the total mass of stars formed at this point does not exceed the
integral of the SFH (

∫ 106 yr
0 2 M⊙ yr−1 dt D 2 × 106 M⊙), the

code draws another cluster. Suppose that this time the draw
results in a cluster age of 1 × 105 yr and a cluster mass
of 5 × 105 M⊙. At this point the code has created a total
mass in clusters that is greater than the integral of the SFR
(1: 6 × 106 M⊙ + 5 × 105 M⊙ D 2: 1 × 106 M⊙ > 2 × 106 M⊙).
Because the total stellar mass if the code keeps the last cluster
(2: 1×106 M⊙) is closer to the integral of the SFR (2×106 M⊙)
than if it discards the last cluster (1: 6×106 M⊙), the code keeps
the last cluster. It then fills that cluster from the IMF. At this
point the code terminates, having drawn two clusters of mass
1: 6 × 106 M⊙ and 5 × 105 M⊙ and ages of 5 × 105 yr and
1 × 105 yr.

3.3. Stellar Tracks, SEDs, and Broadband Photometry

Given the mass and age of each star, we need to determine
its properties for a variety of observables. We use the same
algorithms adopted by SB99 (Leitherer et al. 1999; Vázquez
& Leitherer 2005) to create a set of tables over which SLUG
interpolates the stellar photometry. These tables are constructed
in advance to reduce the run time. The available tracks and SEDs
are listed in Table 3.

6



The Solution: SLUG!
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Figure 1. Schematic flowchart describing the algorithm of the SLUG code. Note that for the case of unclustered star formation, the cluster mass is drawn from the
IMF and the population step is skipped as the single star is treated as part of a disrupted cluster for the remainder of the code. Note this is updated from Fumagalli
et al. (2011b).
(A color version of this figure is available in the online journal.)

Table 2
SLUG Output Files

Name Description

Histogram A two-dimensional histogram of the user’s choice of color–magnitude diagram(s)
of every star in the “galaxy” at each time step

Cluster Mass, fluxes of most massive star born in cluster, number of stars formed in cluster, and
age of each undisrupted cluster at each time step

IMF A histogram of the IMF of each cluster that appears in the Cluster file
Integral The total flux of the entire “galaxy” at each time step
Miscellaneous The total stellar mass actually formed,

as well as the actual SFH and ICMF of the simulation

download with an up-to-date manual; visit the SLUG Web site
at http://sites.google.com/site/runslug/.

3.2. Cluster Creation

Most stars are thought to be born in star clusters (Lada &
Lada 2003) and the distribution of star cluster masses appears to
obey a power-law distribution, where observations (e.g., Zhang
& Fall 1999; Lada & Lada 2003; Fall et al. 2009; Chandar et al.
2010) and theory (e.g., Fall et al. 2010) suggest that the index (β)
of the power law dN= dM ∝ M−β is approximately 2. SLUG
allows for both clustered and unclustered star formation. The
user can choose what fraction of the stellar mass is formed in

star clusters. If the code is forming clusters (fc > 0), the ICMF’s
power-law slope as well as its upper and lower bounds can be
varied. If unclustered star formation is desired (fc D 0), the
stars’ masses are drawn individually from an IMF and treated as
a disrupted “cluster” of one star for the remainder of the code.

The initial masses of stars are drawn from an IMF. Choices
of IMF5 currently are Chabrier (2003), Kroupa (2001), Salpeter
(1955), a user-defined arbitrary power law, and the recently
proposed IGIMF (Kroupa & Weidner 2003; Pflamm-Altenburg

5 IMFs are truncated to 0: 08–120 M⊙ due to the lack of stellar tracks outside
that range.

4
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Figure 3. (left) PDFs of the SFIs vs. intrinsic SFR arising just from stochastic effects (presented as fraction of the maximum value in each intrinsic SFR
bin). The dashed line represents the point-mass approximation. The hard cutoff at log SFR = −8 + log 2[M⊙yr−1] is the smallest SFR that can produce
any clusters with a mass of 20 M⊙, the minimum cluster mass we allow. The horizontal stripe for SFRFUV at -18 corresponds to the lower limit of FUV
luminosity given by the SLUG models. (right) Zoomed in version of plots in left column.

the PDF, rather than to re� ect a realistic prior distribution. Fortu-
nately, it is trivial to rescale the results to an arbitrary prior proba-
bility distribution using Bayes' s theorem,

p(log SFR j L) = p(L j log SFR)p(log SFR)
p(L)

; (11)

where p(log SFR) is the prior probability distribution for the star
formation rate.

Our input grid of models has a distribution of log SFR given
by p(log SFR) = pM (log SFR), where pM (log SFR) is the dis-
tribution shown in Figure 1. Bayes' s theorem tells us that we can
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Figure 4. PDFs for individual components of L normalized by the point-
mass approximation for ease of comparison. Models are grouped by SFR
into bins 0: 25 dex wide, and are color-coded by input SFR as indicated in
the legend.

use the results from one prior distribution p1(log SFR)) to � nd the
results for a different prior distribution p2(log SFR) by multiply-
ing p(log SFR j L) by p2(log SFR)= p1 log SFR).7 For the case of
transforming our SLUG simulations to a desired p2(log SFR), we
set p1(log SFR) = pM (log SFR). This is equivalent to assigning a
different relative weighting of each of the models in the library such
that the effective p(log SFR) matches whatever form is desired.

For the purposes of this analysis, we restrict ourselves to two
possible priors. The � rst is the observed star formation rate dis-

7 This operation requires calculation of a new normalization constant,
which is simple to compute in the case of the one-dimensional SFR.

tribution which Bothwell et al. (2011) parameterize as a Schecter
function with slope −1 : 51 and characteristic SFR of 9.2 M⊙ yr−1.
However, as a caveat, note that this observational determination
was made ignoring the effects of stochasticity. This is unlikely to
affect the characteristic SFR, since this is high enough that stochas-
tic effects probably do not dominate the error budget for the FUV
plus IR star formation rate indicated used in Bothwell et al.' s study
(c.f. Figure 4). On the other hand, the slope at low SFR may be
more problematic, a topic to which we return below.

The second prior we consider is a � at distribution of log SFR.
This � at model is perhaps the most obvious prior, and is close to the
distribution used in the SLUG simulations pM (log SFR), but is in
fact a relatively poor choice. The reality is that lower SFRs are more
common and hence should be weighted more highly. Contrary to
unfortunately common practice, assigning a uniform prior is neither
ì robustî nor prior-agnostic. It is in fact a very speci� c choice for a
prior, which in this case is relatively poor. However, it does offer an
interesting model to compare against to distinguish effects for the
choice of prior. It also has the bene� t that changing to another prior
is perhaps easier to visualize since the term p1(log SFR) is a con-
stant. A � at prior on the linear scale of SFR (i.e., p(SFR) ∝ 1) is an
extremely poor choice and should be avoided, since it is equivalent
to assuming that higher values of log SFR are more common.

Once a prior has been chosen, we are at last in a position to
derive the � nal PDF of log SFR given a set of observations. We
can think of a given set of observational data as describing a PDF
p(L j data) of luminosities in one or more bands; the simplest case
would be an observation of a single tracer which produces a central
value of log luminosity with a Gaussian error distribution, in which
case p(L j data) is a Gaussian in one dimension (corresponding to
the SFI measured) and is � at in the other dimensions (correspond-
ing to SFIs that were not measured). Given the observations, and a
choice of prior distribution p(log SFR) for the SFR, the � nal pos-
terior distribution for the SFR is given by applying equation (6),
rescaling by the chosen prior, and then integrating over the lumi-
nosity distribution implied by the data. The result is

p(log SFR j data) =
∫

p(log SFR; L)
p(L)

p(log SFR)
pM (log SFR)

p(L j data) dL;

(12)
where p(log SFR; L) is given by equation (9), p(L) is given
by equation (8), and pM (log SFR) is the PDF of SFRs in our
SLUG simulations.

3.2 Results

To understand the results for the estimates of p(log SFR j L),
we begin by examining an example corresponding to the simplest
case of a measurement for a single tracer. Consider an observation
of Hα luminosity corresponding to log SFRQ(H0) = −3 with a
Gaussian error bar of width σ. In Figure 5, we show the posterior
PDF for the SFR given this measurement of Hα using both � at and
Schecter function priors. If we had to assume point-mass conver-
sion, we would infer log SFR = −3 for the galaxy SFR (the black
dashed line). However, given the skewness in the � ux distribution,
the peak and mean of the true PDF8 are signi� cantly offset and
neither corresponds to the point-mass estimate. We will character-
ize the difference between the point-mass estimate and the mean

8 Note that, as is always the case, this PDF is only true in so far as the prior
is the correct prior to use and that other assumptions made are accurate as
well regarding the IMF, stellar tracks and atmospheres, etc.
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Figure 5. Posterior distributions for SFR given an observed Hα luminosity
corresponding to a SFR centered at SFRQ(H0) = −3. The observed log
luminosity is taken to have a Gaussian-distributed uncertainty whose width
σ (measured in dex) corresponds to the values shown in the legend; σ = 0

corresponds to a δ function distribution. The top panel shows results using a
� at prior, and the bottom panel shows the results using a Schecter function
prior (see Section 3.1). The curves get noisier at lower SFRs due to the
smaller number of models and the more dispersed nature of the PDFs.

of the true PDF as the ì biasî . Note that this bias is not meant as a
simple offset that one can blindly apply to the observational deter-
mination to get a ì betterî answer that � xes the stochastic issues. In
practice, stochasticity fundamentally breaks the deterministic rela-
tionship between luminosity and SFR and thus the full PDF should
be used whenever possible (or at least the � rst four moments of the
distribution).

We can also see from Figure 5 that the posterior PDF of SFR
has signi� cant width. Thus even a perfect measurement of the lu-
minosity, corresponding to σ = 0 in the Figure, retains a system-
atic uncertainty in the SFR with a standard deviation of approxi-
mately 0 : 5 dex and a signi� cant negative tail. Indeed, in the exam-
ple shown, this stochastic uncertainty dominates the error budget,
as is clear from the fact that the PDFs for observational errors of
σ = 0, 0: 25 dex, and 0 : 5 dex are only marginally different. Finally,
we can see that the choice of prior does affect the results, but not
signi� cantly9.

Given the results shown in Figure 5, it is obviously of inter-
est to know how the bias and uncertainty depend on the observed
value of a particular SFI. We formally de� ne these quantities as fol-
lows. Consider an observation of a particular SFI I which returns

9 Given that the posteriors are so broad, this is the result of the fact that the
priors are similar. Choosing a linearly � at p(SFR) ∝ 1 prior would produce
signi� cantly different results with a much higher weighting of higher SFRs.

an estimated log star formation rate log SFRI using the point-mass
estimate (i.e., using equations 3 ñ 5), with a Gaussian error dis-
tribution σ on log SFRI . The posterior probability distribution for
the true star formation rate p(log SFR j log SFRI � σ) is then
given by equation (12), treating the observed luminosity distribu-
tion p(L j data) as a Gaussian of width σ centered at log SFRI .
The corresponding mean estimate of log SFR is

log SFR =

∫
p(log SFR j log SFRI � σ) log SFR d log SFR:

(13)

We de� ne the bias b and scatter s, respectively, as

b(log SFRI) ≡ log SFR − log SFRI (14)
s(log SFRI)

2 ≡
∫
p(log SFR j log SFRI) (15)

(
log SFR − log SFR

)2
d log SFR ; (16)

i.e., for a given observation of a single tracer, we de� ne the bias as
the difference between the mean value of log SFR computed from
the full PDF and the point-mass estimate, and the scatter as the
second moment of the PDF of log SFR. Due to the nature of the
distributions, normally the bias is positive.

Figure 6 shows the bias and scatter as a function of the ob-
served luminosity of the three SFIs we consider in this paper,
ionizing/Hα luminosity, FUV luminosity, and bolometric luminos-
ity. As expected, we see that both the bias and scatter are reduced
at high star formation rates, and that both are largest for ionizing
luminosity-based SFRs, since they are the most sensitive to the
most massive stars. Although it is not immediately apparent from
the � gure, ionization-based SFIs also have the longest tails (this
produces the high value of the bias). We also see the choice of prior
has a larger effect in the higher uncertainty observations. This is
because there is a bigger dynamic range for the PDF to affect the
result. As is always the case, the closer the PDF is to a δ function,
the less a prior matters.

We also see that the uncertainty is characteristically largest
at log SFR ≈ −4. Two effects contribute to this peak. First, the
luminosity, particularly the ionizing luminosity, is dominated by
stars with masses ! 20 M⊙. For our adopted IMF, these con-
tribute a fraction fN ∼ 10−2: 5 of stars by number. The expected
number of such very massive stars present at any given time is
⟨N⟩ = fN tlife(SFR= ⟨M⟩), where ⟨M⟩ ∼ 1 M⊙ is the mean stel-
lar mass and tlife ∼ 4 Myr is the lifetime of the very massive stars
with which we are concerned. Thus a star formation rate of ∼ 10−4

M⊙ yr−1 is the value for which the expected number of very mas-
sive stars present at any given time transitions from being ! 1 to
" 1, and thus represents something of a maximum in the amount
of stochastic � ickering.

The second effect is more subtle, and points to a fundamen-
tal limitation of our understanding. We adopt a minimum cluster
mass of 20 M⊙, and, as can be seen from Figure 3, this imposes a
minimum star formation rate log SFR ∼ −8 corresponding to the
lowest star formation possible with a minimum cluster mass of 20
M⊙. SFRs below this value always produce luminosities of zero in
our model. However, this means that the range of possible SFRs for
a given observed (non-zero) luminosity has a hard lower limit, and
this has the effect of limiting the width of the SFR PDF, and thus
the scatter, at the very lowest SFRs. Such a hard edge to star forma-
tion is obviously arti� cial, but it does point out the fact that, at very
low SFRs, it is not possible to make a good estimate of the scatter
without knowing exactly how star formation and stellar clustering
works in regimes where the number of star clusters present at any
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Figure 6. Bias (Eq. 14) and scatter (Eq. 16) due to stochasticity in SFR estimates using the SFIs indicated in each panel. The lower observational error models
produce noisier curves because they are averaging over fewer SLUG models.

given time is likely to be zero. Without this knowledge, one cannot
calculate the probability that a galaxy with a SFR of, say, 10−5 M⊙
yr−1 based on the point mass estimate is actually a galaxy with a
true SFR of 10−8 M⊙ yr−1 that has just formed a single O star and
thus has a temporarily boosted luminosity.

A much more subtle version of this effect, is responsible for
the very slight turn-down in bias and scatter that we observe as the
SFR approaches 1 M⊙ yr−1. For reasons of numerical cost we have
not been able to run models with log SFR ! 0 : 3, and this slightly
limits the bias and scatter at the highest SFRs we explore. As is
apparent from Figure 6, however, the effect is very minor.

3.3 Publicly-Available Tools

We caution that, while the summary statistics discussed in the pre-
vious section are useful rules of thumb, those attempting a proper
statistical analysis of their data should make use of the full PDFs
and calculate posterior probability distributions from Equation 12.
To facilitate such computations, we have made two tools publicly-
available at https://sites.google.com/site/runslug/plots.

First, we have created an interactive visualization tool; Fig-
ure 7 shows a screenshot. Its operation is as follows. As dis-
cussed above, one may think of our simulations as populating
a four-dimensional parameter space (SFR, SFRQ(H0), SFRFUV,
SFRBOL). Either an input theoretical star formation rate SFR, or
an observation of one or more of the star formation tracers, picks
out a particular part of this parameter space, and therefore restricts
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Fig. 1.| Observed Hα and FUV luminosity in a sample of nearby galaxies (L09 red circles;

B09 gray squares; M09 blue triangles). We also show (in green), ∼ 105 slug models for

a Kroupa IMF with and without clusters (top and middle panel, respectively) and for the

IGIMF (bottom panel). Analytic predictions from the Salpeter IMF and IGIMF are super-

imposed (purple dashed and orange triple-dot dashed lines). White crosses mark the mean

of the simulated distributions, while the cyan crosses (top panel) are for a fc = 1 model with

Mcl; min = 500 M⊙.
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In Progress I: Stochasticity in 
Other Indicators

SLUG spectra, 1000 M� cluster

• Generate stochastic 
spectra w/SLUG 
!

• Pipe through 
CLOUDY to get 
nebular emission 
!

• Result: stochastic 
nebular lines (senior 
thesis, Teddy Rendahl)



In Progress I: Stochasticity in 
Other Indicators

Stochastic line ratio distributions

• Generate stochastic 
spectra w/SLUG 
!

• Pipe through 
CLOUDY to get 
nebular emission 
!

• Result: stochastic 
nebular lines (senior 
thesis, Teddy Rendahl)

NII/H(

OIII/H#



In Progress II: Bayesian 
Star Cluster Properties

MM225 vs. M vs. M336 MM225 vs. mass

• Extend technique for SFRs to > 2 dimensions 
• Produce PDFs of star cluster mass, age vs. 

photometry in multiple filters 
• Apply to LEGUS cluster catalog

REU project, 
Michelle Myers


