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What	  are	  DLAs?	  

•  Strong	  HI	  absorbers	  
•  NHI	  >	  2x1020	  	  cm-‐2	  
•  Nearly-‐star-‐forming	  gas	  



What	  hosts	  DLAs?	  
•  Can	  match	  number,	  metallicity	  with	  	  
halo	  mass	  1010-‐1011	  	  	  (arXiv:1405.3994)	  

•  But	  velocity	  dispersion	  too	  low	  (e.g.	  Pontzen)	  
•  Larger	  halos?	  
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Figure 8. The simulations’ DLA column density distribution (solid line)
compared to the observed values from SDSS DR5 (points with error
bars, based on Prochaska et al. 2005; see main text for explanation). The
dashed, dashed-dotted and dotted lines show the contribution fromMvir <
109.5M⊙, 109.5M⊙ < Mvir < 1011.0M⊙ and Mvir > 1011.0M⊙

haloes respectively (these are not directly observable distributions, but give
guidance as to how our cross-section is composed).

ier than hydrogen and Nmax is an upper limit for the integration,
which is discussed in the next paragraph. ΩDLA(z) gives the frac-
tion of the redshift zero critical density provided by the comoving
density of DLA associated gas measured at redshift z. (This is dif-
ferent from the more natural definition of time-dependent Ωs which
express a density at any given redshift in terms of the critical den-
sity at that redshift. Only in the Einstein-deSitter universe will these
definitions coincide.)

Although the calculation should take Nmax = ∞, this is
not possible for the observational sample owing to the rapidly
decreasing number of systems at the high column density limit.
Prochaska et al. (2005) discussed how different assumptions for the
functional form of the column density distribution can lead to dif-
ferent values ofΩDLA. The discrepancies are small for the two best
functional fits to the observational data (a double power law or a
Schechter function with exponential roll-off at high column densi-
ties). However, these extrapolations are actually only constrained
by a few points at high column densities; a more robust approach
– albeit less physically transparent – is to calculate ΩDLA directly
from summing the total neutral hydrogen in the observed sample
of DLAs, which for the SDSS DR5 sample is roughly equivalent to
using the upper limitNmax = 1021.75 cm−2.

Using this limit, we obtain ΩDLA,sim = 1.0 × 10−3, which
can be compared with the result from SDSS DR5 in the combined
bin 2.8 < z < 3.5,ΩDLA,obs = (0.84±0.06)×10−3 . As expected
from Figure 8, the results are in fair agreement; the slight mismatch
is driven by the overestimation of our high column density points
(1021.5 < NHI/ cm−2 < 1021.75).

Our weighting approach predicts the form of the distribution
for much rarer, higher column density systems than the sample
limited observations allow. Significant contributions to ΩDLA are

Figure 9. The simulations’ DLA velocity distribution (solid line) compared
to the observed values based on the sample described by Prochaska et al.
(2003) (see text for details; shown by points with error bars). The dashed,
dashed-dotted and dotted lines are as described in the caption of Figure 8.

made by these rare systems unless γ ≡ d ln f(N, X)/d ln N ≪
−2. In fact, directly measuring the slope γ for our simulations
shows that it slowly decreases from γ ≃ −1.0 for NHI =
1020.3 cm−2 to a constant value of γ ≃ −2.5 for NHI !

1021.5 cm−2. Thus a correction to ΩDLA,sim is expected if we al-
low Nmax to extend to arbitrarily high values. Performing the cal-
culation with Nmax = ∞ gives ΩDLA,sim = 1.4 × 10−3. This
value is not directly comparable to observational estimates, but
shows that an observer living in our simulations would underes-
timate ΩDLA by about 30% due to missing contributions from the
rare high column density systems. A further discussion of this issue
is given in Section 6.4.

4.2.2 Velocity Width Distribution

We have already discussed some qualitative features of the low-
ion velocity profiles generated in our simulations (Section 3.2, Fig-
ure 3). These are important because they provide a direct observa-
tional measure of the kinematics of the DLAs, and therefore have
the ability to substantially constrain the nature of the host haloes.
We now turn to the comparison of our characteristic velocities with
the observed quantitative distribution.

We assign a velocity width to each generated profile using the
fiducial v90% technique (Prochaska & Wolfe 1997). This inspects
the “integrated optical depth” T (λ) =

R λ

0
dλ′τ (λ′) and assigns the

velocity width v90% = c(λb −λa)/λ0 where T (λb) = 0.95T (∞)
and T (λa) = 0.05T (∞). The result is a representative velocity
width for the sightline, produced without any of the difficulties as-
sociated with fitting multiple Voigt profiles.

To a good approximation, the only dependence on the partic-
ular low-ion transition chosen is in the overall normalization of the
optical depths from the relative abundances and oscillator strengths.
The v90% measure of the velocity width is invariant under such
rescalings, so that only for display purposes (i.e. Figure 3) do we
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Measuring	  DLA	  Velocity	  Structure	  

Use	  metal	  lines:	  
Lyman-‐α	  saturated	  

Velocity	  width:	  90%	  of	  total	  op2cal	  depth	  
	  

Correlates	  with	  halo	  virial	  velocity	  



Velocity	  Widths	  

Velocity	  Width	  (km/s)	  
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Data:	  Neeleman+	  2013	  



Run	  cosmological	  hydro	  simula2on	  (25,10	  Mpc)	  

Sample	  snapshot	  randomly	  for	  5000	  DLA	  spectra	  

How	  did	  we	  do	  this?	  



Two	  Important	  Ingredients	  

1.  Gas	  shielding	  from	  ionising	  background	  
2.  Stellar	  feedback	  model	  

How	  did	  we	  do	  this?	  



Shielding	  

Rahma2+	  2013	  

On the evolution of the HI CDDF 11

Figure 3. The hydrogen neutral fraction (left) and the photoionization rate (right) as a function of hydrogen number density do not
change by varying the simulation box size or mass resolution. This is shown for different simulations at z = 3 in the presence of the UVB
and recombination radiation. Purple solid, blue dashed and red dot-dashed lines show, respectively, the results for L12N256, L06N128

and L06N256. The green dotted line indicates the results for the L06N128 simulation if the gas is assumed to be optically thin to
the UVB radiation (i.e., no RT calculation is performed). The deviation between the optically thin hydrogen neutral fractions and RT
results at n

H
! 10−2 cm−3 shows the impact of self-shielding. The lines show the medians and the shaded areas indicate the 15%− 85%

percentiles. At the top of each panel we show HI column densities corresponding to each density.

ΓPhot is the total photoionization rate. Moreover, the self-
shielding density threshold, nH,SSh, is given by equation (13)
and is thus a function of ΓUVB and σ̄νHI

which vary with
redshift. As explained in more detail in Appendix A1, the
numerical parameters representing the shape of the pro-
file are chosen to provide a redshift independent best fit
to our RT results. In addition, the parametrization is based
on the main RT related quantities, namely the intensity of
UVB radiation and its spectral shape. It can therefore be
used for UVB models similar to the Haardt & Madau (2001)
model we used in this work (e.g., Faucher-Giguère et al.
2009; Haardt & Madau 2012). For a given UVB model, one
only needs to know ΓUVB and σ̄νHI

in order to determine the
corresponding nH,SSh from (13) (see also Table 2). Then, af-
ter using equation (14) to calculate the photoionization rate
as a function of density, the equilibrium hydrogen neutral
fraction for different densities, temperatures and redshifts
can be readily calculated as explained in Appendix A1.

We note that the parameters used in equation (14)
are only accurate for photoionization dominated cases. As
we show in §3.5, at z ∼ 0 the collisional ionization rate
is greater than the total photoionization rate around the
self-shielding density threshold. Consequently, equation (13)
does not provide an accurate estimate of the self-shielding
density threshold at low redshifts. In Appendix A1 we there-
fore report the parameters that best reproduce our RT re-
sults at z = 0. Our tests show that simulations that use
equation (14) reproduce the f(NHI, z) accurately to within
10% for z ! 1 where photoionization is dominant (see Ap-
pendix A1).

Although using the relation between the median pho-
toionization rate and the gas density is a computationally
efficient way of calculating equilibrium neutral fractions in
big simulations, it comes at the expense of the informa-
tion encoded in the scatter around the median photoioniza-
tion rate at a given density. However, our experiments show

that the error in f(NHI, z) that results from neglecting the
scatter in the photoionization rate profile is negligible for
NHI ! 1018 cm−3 and less than " 0.1 dex at lower column
densities (see Appendix A1).

3.4 The roles of diffuse recombination radiation

and collisional ionization at z = 3

To study the interplay between different ionizing processes
and their effects on the distribution of HI, we compare their
ionization rates at different densities. We start the analysis
by presenting the results at z = 3 and extend it to other
redshifts in §3.5.

The total photoionization rate profiles shown in the
right panel of Figure 3 are almost flat at low densities
and decrease with increasing density, starting at densities
n

H
∼ 10−4 cm−3. Just below n

H
= 10−2 cm−3 self-shielding

causes a sharp drop, but the fall-off becomes shallower for
n

H
> 10−2 cm−3 and the photoionization rate starts to in-

crease at n
H
> 10 cm−3. As shown in Figure 4, the shallower

fall-off in the total photoionization rate with increasing den-
sity is caused by RR. The increase in the photoionization
rate with density at the highest densities on the other hand,
is an artifact of the imposed temperature for ISM particles
(i.e., T = 104 K) which produces a rising collisional ioniza-
tion rate with increasing density. As the comparison between
the UVB and RR photoionization profiles shows (see Figure
4), RR only starts to dominate the total photoionization
rate at n

H
> 10−2 cm−3, where the UVB photoionization

rate has dropped by more than one order of magnitude and
the gas is no longer highly ionized. RR reduces the total
HI content of high-density gas by ≈ 20%. Although ion-
ization rates remain non-negligible at higher densities, they
cannot keep the hydrogen highly ionized. For instance at

c⃝ 0000 RAS, MNRAS 000, 000–000

Photoionisa2on	  rate	  reduced	  by	  self-‐shielding	  

neutral	  	  

	  
ionised	  

	  



Shielding	  for	  Metals	  
Same	  self-‐shielding	  for	  E	  >	  1	  Rydberg	  
SiII	  at	  lower	  density	  than	  HI	  (16.3	  >	  13.6)	  



Stellar	  Feedback	  

DEF:	  Ouglows	  with	  velocity	  propor2onal	  to	  halo	  
circular	  velocity	  (high	  mass	  loading	  to	  suppress	  star	  
forma2on	  in	  dwarfs)	  

	  
Mass	  loading:	  
	  
Wind	  velocity:	  

	  
Ouglows	  in	  small	  halos	  SLOWER	  but	  	  
push	  out	  more	  mass	  

⌘ / v�2
w

vw = 3.7�1D



Stellar	  Feedback	  

Four	  models	  (25,512):	  
1.  NOSN:	  No	  (effec2ve)	  feedback	  
2.  DEF:	  Stellar	  feedback	  with	  velocity	  propor2onal	  

to	  halo	  circular	  velocity	  
3.  FAST:	  Same	  as	  DEF	  with	  50%	  faster	  winds	  
4.  HVEL:	  Constant	  velocity	  winds:	  600	  km/s	  
5.  (SMALL:	  As	  DEF	  but	  10	  Mpc	  box)	  



Host	  Virial	  Velocity	  

•  Feedback	  suppresses	  halos	  <	  40	  km/s	  
•  Characteris2c	  velocity	  now	  70	  km/s	  



Velocity	  Widths	  

Velocity	  Width	  (km/s)	  
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Data:	  Neeleman+	  2013	  



Velocity	  width	  approx	  virial	  velocity	  



Velocity	  Widths	  
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Aligned	  Absorbers	  Virial	  velocity	  



Aligned	  Absorbers	  
Most	  intersect	  a	  DLA	  and	  a	  LLS	  



Correla2on	  with	  Metallicity	  

	  
Sta2s2cal	  tests	  
•  Power	  law	  fit	  –	  ok	  
•  Pearson	  r	  -‐	  0.4-‐0.6	  
•  2D	  KS-‐test	  	  -‐	  ok!	  
	  
	  

Blue	  shows	  where	  dots	  expected	  



Conclusions	  

•  We	  match	  the	  DLA	  velocity	  widths	  and	  
correla2on	  with	  metallicity!	  

•  S2ll	  small	  halos	  
•  Did	  this	  with:	  SiII	  at	  low	  density	  
•  Strong	  feedback	  suppresses	  halos	  with	  small	  
virial	  velocity	  



Edge-‐Leading	  Spectra	  

•  Edge-‐leading	  sta2s2c	  

	  
•  Difference	  between	  posi2on	  of	  peak	  and	  
midpoint	  of	  total	  absorp2on	  in	  units	  of	  
velocity	  width	  

vpk � vmean

�v/2



Edge-‐Leading	  Spectra	  

Absorp2on	  concentrated	  at	  edges:	  marginally	  significant	  	  



Edge-‐Leading	  Spectra	  

Too	  many	  mul2ple	  peak	  spectra?	  
Velocity	  offset?	  
A	  guess:	  we	  are	  pushing	  out	  material	  
with	  a	  special	  velocity.	  



Comparison	  to	  Pontzen	  2008	  

Blue:	  SiII	  traces	  HI	  
	  
n(SiII)/n(Si)	  =	  n(HI)/n(H)	  



Column	  Density	  Distribu2on	  
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Neutral	  Hydrogen	  Abundance	  

Data:	  Noterdaeme+	  2012	  


